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Abstract

Drug repositioning is a valuable and efficient strategy to discover
new applications for traditional medications. In contrast to exper-
imental methods, developing accurate and effective computational
methods is crucial. The identification of potential drug-disease as-
sociations is a vital aspect of drug repositioning. In the paper, we
proposed a new computational model called DDNMFNN to iden-
tify potential drug-disease associations, combining nonnegative ma-
trix factorization and neural networks. The sparsity of validated
drug-disease associations leads to subpar model generalization per-
formance. To address this issue, a novel dual multi-graph regu-
larization nonnegative matrix factorization algorithm with adaptive
weights is proposed to reconstruct the association matrix. An ef-
ficient optimization algorithm is designed and convergence proof is
provided. Furthermore, a multi-kernel neural network is utilized to
predict potential associations based on the multiple similarity ma-
trices and the reconstructed association matrix. This network ef-
fectively combines the nonparametric flexibility of the multi-kernel

∗Corresponding author.

https://doi.org/10.46793/match.93-3.599X


600

method with the structural characteristics of deep learning. The ex-
perimental results of 10-fold cross-validation demonstrate the pro-
posed model achieved the best performance by comparing it with
state-of-the-art models on three datasets. Case studies of three dis-
eases and prediction results of five real-world network datasets fur-
ther indicate that the proposed model as a precise prediction tool
that can facilitate drug repositioning efforts effectively.

1 Introduction

Bringing a drug successfully through all stages of drug development into

clinical practice costs more than 1.5–2.5 billion dollars [1]. The clinical trial

remain expensive, with a high failure rate. While national investment in

new drug development has significantly increased, only a few drugs have

been approved for marketing [2]. To expedite research and development

while minimizing costs, drug repositioning technology focuses on identi-

fying existing drugs that could potentially treat a specific disease, a field

that is gaining momentum [3]. It utilizes publicly available databases

and advanced computational techniques to predict large-scale associations

between drugs and diseases. Drug repositioning significantly cuts down

on the time and expenses typically associated with developing new drugs

through biomedical means, while also offering valuable insights for guiding

biological experiments.

The advancement of machine learning algorithms has led to widespread

application and successful outcomes in identifying potential drug-disease

associations [4]. These computational methods can be categorized into

traditional machine learning-based methods, matrix factorization-based

methods, and deep learning-based methods. The rapid progress in tra-

ditional machine learning has opened up new possibilities for predicting

association between drugs and diseases. The PREDICT model proposed

by Gottlieb et al. [5] input similarity data of drugs and diseases into a logis-

tic regression classifier to obtain potential association. Oh et al. [6] used an

integrative genetic network and integrated three classifiers (Decision Tree,

Random Forest, and Multi-layer Perceptron) for association prediction.

Matrix-based methods primarily rely on matrix completion and matrix
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factorization techniques to calculate missing values in association matrix.

Zhang et al. [7] constructed a similarity constraint matrix factorization

model. Luo et al. [8] developed a drug repositioning recommendation sys-

tem (DRRS) that used a singular value thresholding algorithm to identify

potential associations. DisDrugPred model proposed by Xuan et al. [9]

which used diverse prior knowledge and nonnegative matrix factorization

(NMF) for prediction. Zhang et al. [10] applied Bayesian inductive matrix

completion technique for drug repositioning. Although these approaches

have shown some success in association prediction, they struggle to cap-

ture intricate nonlinear structures within the network and often yield sub-

par results in learning deep feature representations of data. Deep learning

leverages multi-layer neurons with complex structures and nonlinear trans-

formations to create high-level abstract models of data. This approach

has been highly successful in diverse research areas including visual data

processing, natural language processing, social network analysis, and so

on [11, 12]. In recent years, there has been successful implementation of

deep learning in drug repositioning [13–15]. Yu et al. [16] embedded an

attention mechanism into different convolutional layers of graph convo-

lutional networks. Fu et al. designed a multi-view graph convolutional

network model based on a graph neural network (GNN), which integrated

heterogeneous information through the proposed neighborhood informa-

tion aggregation layer [17]. Gao et al. utilized an attention mechanism

and a bilinear GNN to design a context-aware neighborhood aggregation

for extracting local and global features of drugs and diseases [18]. DR-

WBNCF, a deep learning model proposed by Meng et al., can effectively

encode local neighbors and interaction information [19]. While artificial

neural networks have shown advanced performance, they are limited in

their ability to leverage sparse association data for superior performance.

Graph regularization is an attractive strategy to preserve the inherent

geometry and discriminant structure of the data space [20]. NMF excels

at uncovering hidden features or structures, with non-negative constraints

enhancing problem interpretability. Cai et al. [21] introduced graph reg-

ularization constraints to NMF to address the limitation that matrix fac-

torization neglects the manifold structure of the dataset. Ai et al. [22]
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incorporated multi-graph regularization into low-rank matrix factoriza-

tion to capture valuable information in manifold space. Kernel methods

are effective for capturing nonlinear patterns in data, with their success

heavily reliant on kernel selection [23]. In contrast to traditional fixed

kernel methods, multi-kernel learning exhibits flexibility in automatic ker-

nel learning, which is beneficial for learning tasks involving diverse data

sources [24,25]. Deep kernel methods combine the nonparametric flexibil-

ity of kernel methods with the structural characteristics of deep learning,

proving to be an efficient solution [26–28].

In this paper, we proposed a novel computational model for drug repo-

sitioning called DDNMFNN. Specifically, we proposed a dual multi-graph

regularization nonnegative matrix factorization (DMGNMF) to relieve the

sparsity of association dataset. Dual multi-graph regularization terms are

incorporated to preserve geometric structure of drug and disease data dur-

ing reconstruction of association matrix, while Tikhonov (L2) regulariza-

tion terms for low-rank matrices are introduced to prevent overfitting. This

algorithm adaptively merges the multi-view neighborhood information of

each node into the NMF framework in a conditionally optimal manner.

Finally, the prediction results are obtained by a multi-kernel neural net-

work (MKNN). Adequate experiments were implemented on three datasets

to test the predictive performance of DDNMFNN. Case studies were per-

formed to assess the ability of DDNMFNN to predict new drugs related to

diseases, and comparative experiments were carried out on five real world

datasets to verify the practical effect of model. All experimental results

consistently demonstrate the effectiveness of our model in identifying po-

tential drug-disease relationships. The main contributions can be outlined

as follows:

1. We proposed a new algorithm called DMGNMF based on NMF and

dual multi-graph regularization to alleviate the sparsity of associa-

tion data. It can extract multi-view spatial information of both drug

and disease, and adaptively assigns weights to each view.

2. We designed an efficient optimization algorithm to solve DMGNMF,

and provided convergence proof.
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3. We proposed a new computational model called DDNMFNN for drug

repositioning, achieving the fusion of matrix factorization and neural

networks. The effectiveness and robustness of the model have been

fully verified through extensive experiments.

2 Materials and methods

In this section, we provide a detailed introduction for the proposed model.

It consists of three parts, as shown in Figure 1. The first part is to calculate

the similarity matrices of drugs and diseases separately and extract multi-

view biological information (Figure 1A). In the second part, the similarity

matrix and original association matrix are input into the DMGNMF algo-

rithm to obtain the reconstructed drug-disease association matrix (Figure

1B). Finally, the prediction results are obtained through MKNN (Figure

1C).

Figure 1. The overview of DDNMFNN model.
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2.1 Datasets and similarity measures

In this paper, we used three datasets as benchmark datasets, and the sum-

mary of three benchmark datasets is presented in Table 1. The first dataset

is Fdataset [5], which is a gold standard dataset collected from the Drug-

Bank [29] and OMIM [30] databases. The second dataset is the Cdataset

collected by Luo et al. [31]. The third dataset is LRSSLdatase [32], which

was collected from the DrugBank [29] and MeSH [33] databases. Ade-

Table 1. Summary of three benchmark datasets.

Data sets Drugs Diseases Dimensions Associations Sparsity

Fdataset 593 313 593×313 1933 1.04%
Cdataset 663 409 663×409 2353 0.87%

LRSSLdataset 763 681 763×681 3051 0.59%

quate information about the biochemical properties of drugs and diseases

helps to provide a high-quality and comprehensive representation for the

model. We used seven similarity information of drugs and two similarity

information of diseases, as shown in Table 2.

Table 2. Summary of similarity construction methods of drug and dis-
ease.

Spaces Similarities Descriptions

Drug

KDt Clinical similarity between drug and drug [22]

KDGIP1 GIP similarity between drug and target [34]

KDGIP2 GIP similarity between drug-disease [34]

KDLINGO LINGO similarity between drug and drug [35]

KDedit Editing distance similarity between drug and drug

KDf Chemical fingerprints similarity between drug and drug [31]

KDs Chemical fingerprints similarity between drug and drug [36]

Disease
KSGIP GIP similarity between disease and drug [34]

KSSEM Semantic similarity between disease and disease [37]

2.2 Dual multi-graph regularization nonnegative ma-

trix factorization

2.2.1 The DMGNMF algorithm

Nonnegative Matrix factorization (NMF) is an effective data analysis tool,

which was first proposed by Lee and Seung [38]. Due to its nonnegative
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conditional limitations, it has a good explanation for the local characteris-

tics of objects. We hope to maintain the intrinsic geometric structure of the

sample data in high-dimensional space after performing low-dimensional

projection. Based on manifold learning theory [20, 39] and spectral graph

theory [40,41], we can discover that the Laplacian regularization constraint

can effectively approximate the local geometric features of data. Cai et

al. [21] proposed the GRNMF algorithm based on graph regularization,

which can be formulated as:

JGRNMF =
∥∥Y −ABT

∥∥2
F
+ λTr(BTLB)

s.t.A ≥ 0, B ≥ 0,
(1)

where Y ∈ Rm×n is association matrix; A ∈ Rm×k and B ∈ Rn×k (k ≪
min(m,n)) are nonnegative matrices; ∥·∥2F means Frobenius norm of the

matrix; L = D −W is the Laplacian matrix, D is a diagonal matrix and

Dii =
∑

j Wij , W represents similarity matrices; Tr(·) denotes the trace

of the matrix.

The construction and selection of graphs are pivotal for the perfor-

mance of the GRNMF algorithm. In this paper, we proposed the

DMGNMF algorithm to reconstruct association matrix by merging dual

multi-graph regularization terms into the NMF framework, which can

adaptively assign appropriate weights for each graph regularization term.

In addition, to adjust the smoothness of A and B and prevent overfitting,

we applied L2 regularization constraints on low-rank matrices. We can

obtain the final DMGNMF objective function as follows:

JDMGNMF =
∥∥Y −ABT

∥∥2
F
+ λL

(
∥A∥2F + ∥B∥2F

)
+ λG

(
Tr

(
AT

(
D∑

p=1

(αp)
γLp,A

)
A

)

+Tr

(
BT

(
T∑

q=1

(βq)
γLq,B

)
B

))
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s.t.A ≥ 0, B ≥ 0;

D∑
p=1

αp = 1, αp ∈ [0, 1];

T∑
q=1

βq = 1, βq ∈ [0, 1],

(2)

where λL and λG are the regularization coefficients; αp and βq are the

weights of the graph Laplacian matrix Lp,A = Dp,A −Wp,A and Lq,B =

Dq,B −Wq,B , respectively; Wp,A and Wq,B are defined as similarity ma-

trices of drugs and diseases, respectively; γ > 1 is the exponential term

and applied to regulate the impact of differences in the smoothness of the

graphs.

2.2.2 Optimization

The optimization objective function is nonconvex, and it is challenging to

find its global minimum because it comprises multiple variables. For a sin-

gle variable, the objective function is a convex function and differentiable.

It is feasible to apply an iterative multiplicative updating algorithm to

find a locally optimal solution. In other words, the optimization problem

is divided into four subproblems, and each variable is alternately solved

while the others are fixed.

Update rules for A and B

The solving processes for A and B are similar, therefore they are pre-

sented simultaneously in this part. Firstly, according to property of the

Frobenius norm and trace, the objective function is transformed into:

JDMGNMF = Tr(Y TY )− 2Tr(Y BAT ) + Tr(ABTBAT )

+ λL(Tr(A
TA) + Tr(BTB))

+ λG

(
Tr

(
AT

(
D∑

p=1

(αp)
γLp,A

)
A

)

+Tr

(
BT

(
T∑

q=1

(βq)
γLq,B

)
B

))
. (3)

Let Φ = (ϕik) and Ψ = (ψjk) as the Lagrange multiplier matrices of

constraint A ≥ 0 and B ≥ 0, respectively, we can get Lagrange function
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LDMGNMF :

LDMGNMF = Tr(Y TY )− 2Tr(Y BAT ) + Tr(ABTBAT )

+ λL(Tr(A
TA) + Tr(BTB))

+ λG

(
Tr

(
AT

(
D∑

p=1

(αp)
γLp,A

)
A

)

+Tr

(
BT

(
T∑

q=1

(βq)
γLq,B

)
B

))
+ Tr(ΦAT ) + Tr(ΨBT ). (4)

The partial derivatives of LDMGNMF with respect to A and B are as

follows:

∂LDMGNMF

∂A
= −2Y B + 2ABTB + 2λLA+ 2λG

(
D∑

p=1

(αp)
γLp,A

)
A+Φ,

(5a)

∂LDMGNMF

∂B
= −2Y TA+ 2BATA+ 2λLB + 2λG

(
T∑

q=1

(βq)
γLq,B

)
B +Ψ.

(5b)

Finally, using the Karush Kuhn Tucker (KKT) complementarity condition

[42], we can obtain the multiplication update rules for A and B:

aik ← aik

(
Y B + λG

(∑D
p=1(αp)

γWp,A

)
A
)
ik(

ABTB + λLA+ λG

(∑D
p=1(αp)γDp,A

)
A
)
ik

, (6a)

bik ← bik

(
Y TA+ λG

(∑T
q=1(βq)

γWq,B

)
B
)
ik(

BATA+ λLB + λG

(∑T
q=1(βp)γDq,B

)
B
)
ik

. (6b)

Update rules for αp and βq

The solving processes for αp and βq are similar, therefore they are

presented simultaneously in this part. Fixed A and B, JMGNMF can be
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simplified as follows:

JDMGNMF (αp, βq) = λG

(
Tr

(
AT

(
D∑

p=1

(αp)
γLp,A

)
A

)

+Tr

(
BT

(
T∑

q=1

(βq)
γLq,B

)
B

))

s.t.

D∑
p=1

αp = 1, αp ∈ [0, 1];

T∑
q=1

βq = 1, βq ∈ [0, 1].

(7)

For αp and βq, we apply the Lagrange multiplier method separately to

obtain the following solution formulas:

αp =

(
1

Tr(ATLp,AA)

) 1
γ−1

∑D
p=1

(
1

Tr(ATLp,AA)

) 1
γ−1

, (8a)

βq =

(
1

Tr(BTLq,BB)

) 1
γ−1

∑T
q=1

(
1

Tr(BTLq,BB)

) 1
γ−1

. (8b)

2.2.3 Convergence analysis

We analyzed the convergence of DMGNMF utilizing the auxiliary function

method. According to the update rules of low-rank matrices A and B, the

following theorem is derived:

Theorem 1. The objective function JDMGNMF is nonincreasing under

the updating rules in Eqs.(6a) and (6b).

Obviously, function JDMGNMF is larger than zero. We only need

to prove that function JDMGNMF is nonincreasing under update rules

in Eqs.(6a) and (6b). The regularization terms of A and B in function

JDMGNMF are independent, so we can refer to the proof program in the

original NMF [38]. First, we provide an auxiliary function and Lemma 1

as follows:
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Definition 1. G(h, ht) is an auxiliary function for F (h) if the conditions

G(h, ht) ≥ F (h), G(h, h) = F (h)

are satisfied.

Lemma 1. If G is an auxiliary function of F , then F is nonincreasing

under the update

ht+1 = argmin
h

G(h, ht). (9)

Proof. F (ht+1) ≤ G(ht+1, ht) ≤ G(ht, ht) = F (ht).

Next, we will prove Theorem 1 by defining an appropriate auxiliary

function G(h, ht) for JDMGNMF . The objective function JDMGNMF is

rewritten into elemental form, as shown below:

JDMGNMF =

m∑
i=1

n∑
j=i

(yij −
K∑

k=1

aikbjk)
2 + λL

m∑
i=1

n∑
j=1

(aij)
2 + λL

m∑
i=1

n∑
j=1

(bij)
2

+ λG

K∑
k=1

m∑
i=1

m∑
l=1

aik

(
D∑

p=1

(αp)
γLp,A

)
il

alk

+ λG

K∑
k=1

n∑
j=1

n∑
l=1

bjk

(
T∑

q=1

(βq)
γLq,B

)
jl

blk.

We suppose that bij is any element in B, and Fbij is the part of

JDMGNMF that only involves the element bij . It is easy to obtain the

first and second partial derivatives for JDMGNMF with respect to B as

follows:

F ′
bij =

(
∂JDMGNMF

∂B

)
ij

=

(
−2Y TA+ 2BATA+ 2λLB + 2λG

(
T∑

q=1

(βq)
γLq,B

)
B

)
ij

, (10)
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F ′′
bij = 2(ATA)jj + 2λL + 2λG

(
T∑

q=1

(βq)
γLq,B

)
ii

, (11)

Lemma 2. The following function

G(b, btij) =Fbij (b
t
ij) + F ′

bij (b
t
ij)(b− btij)

+

(
BATA+ λLB + λG

(∑T
q=1(βq)

γDq,B

)
B
)
ij

btij
(b− btij)

2

(12)

is an auxiliary function for Fbij (b).

Proof. Obviously, G(b, b) = F (b). Then, we only need to prove that

G(b, btij) ≥ Fbij (b). By using Eqs.(10) and (11), we can obtain the second-

order Taylor expansion of Fbij (b) at b
t
ij :

Fbij (b) =Fbij (b
t
ij) + F ′

bij (b
t
ij)(b− btij)

+

(ATA)jj + λl + λG

(
T∑

q=1

(βq)
γLq,B

)
ii

 (b− btij)
2.

(13)

Comparing Eqs.(12)and(13), we find that G(b, btij) ≥ Fbij (b) is equivalent
to

(
BATA + λLB + λG

(∑T
q=1(βq)

γDq,B

)
B
)
ij

btij
≥ (A

T
A)jj + λl + λG

 T∑
q=1

(βq)
γ
Lq,B


ii

.

Due to λL > 0 and λG > 0, (λLB)ij = λLb
t
ij ,

(BATA)ij =
K∑

k=1

bij(A
TA)kj ≥ btij(A

TA)jj ,(
λG

(
T∑

q=1

(βq)
γDq,B

)
B

)
ij

= λG

n∑
l=1

(
T∑

q=1

(βq)
γDq,B

)
il

blj

≥ λG

(
T∑

q=1

(βq)
γDq,B

)
ii

btii ≥ λG

(
T∑

q=1

(βq)
γLq,B

)
ii

btii.

Thus, G(b, btij) ≥ Fbij (b).
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Lemma 3. The following function

G(a, at
ij) =Faij (a

t
ij) + F ′

aij
(at

ij)(a− at
ij)

+

(
ABTB + λLA+ λG

(∑D
p=1(αp)

γDp,A

)
A
)
ij

at
ij

(a− at
ij)

2,

(14)

is an auxiliary function for Faij
(a). Faij

is the part of JDMGNMF that

only involves the element aij.

The proof process is similar to Lemma 2, but due to space limitations, we

will not provide a specific proof process here. We can now prove Theorem

1.

Proof. Replacing G(h, htij) in Eq.(9) by Eq.(12) results in the update rule:

bt+1
ij = argmin

b
G(b, btij) = btij

(
Y TA+ λG

(∑T
q=1(βq)γWq,B

)
B
)
ij(

BATA+ λLB + λG

(∑T
q=1(βq)γDq,B

)
B
)
ij

. (15)

According to Lemma 2, Eq.(12) is an auxiliary function for Fbij (b). Fbij (b)
is nonincreasing under the update rule Eq.(15) according to Lemma 1.

Similarly, replacing G(h, htij) in Eq.(9) by Eq.(14) results in the update
rule:

at+1
ij = argmin

a
G(a, atij) = atij

(
Y B + λG

(∑D
p=1(αp)γWp,A

)
A
)
ij(

ABTB + λLA+ λG

(∑D
P=1(αp)γDp,A

)
A
)
ij

. (16)

Thus, Faij
(a) is nonincreasing under the update rule Eq.(16) according to

Lemma 1 and Lemma 3. To sum up, the proof of Theorem 1 is completed.

2.3 Multi-kernel neural network

We used a multi-kernel neural network (MKNN) proposed by Ai et al. [43]

for association prediction. It is different from the traditional neural net-

work in that MKNN takes the matrix as the input of the network and its

activation function is a kernel function (such as RBF kernel, linear kernel,

or polynomial kernel). In detail, its workflow is to input each similar-

ity matrix into different activation functions, and then conduct weighted

summation to obtain the output of the network of this layer. Therefore,
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the output of the l-layer of MKNN can be calculated using the following

formula:

Ki,(l)
a =

hl∑
k=1

αi,(l,k)gk
(
Ki,(l−1)

a

)
=

hl∑
k=1

αi,(l,k)Ki,(l,k)
a , (17a)

Ki,(l)
b =

hl∑
k=1

βi,(l,k)gk
(
Ki,(l−1)

b

)
=

hl∑
k=1

βi,(l,k)K
i,(l,k)
b , (17b)

where l represents l-th layer of network, i represents i-th kernel network,

Ki,(l)
a/b is defined as the output for drugs/diseases, respectively; K

i,(l,k)
a/b is

defined as the k-th kernel matrix for drug/disease; gk(·) is the k-th kernel

function, αi,(l,k) and βi,(l,k) are the weight parameter. We can obtain the

drug feature representationKa after forward propagation. Ka is calculated

by weighted fusion of the outputs of each layer in the network. In the same

way, the low-dimensional feature representation of drugs Kb can also be

obtained:

Ka =

na∑
k=1

αi,(L+1)Ki,(L)
a , (18a)

Kb =

nb∑
k=1

βi,(L+1)Ki,(L)
b , (18b)

where αi,(L+1) and βi,(L+1) are the weight coefficients.

Another difference from the traditional neural network is the loss func-

tion of MKNN, as shown below:

Loss =
∥∥∥Y ′ −KaθK

T
b

∥∥∥2
F
+ λ ∥θ∥2F (19)

where Y ′ means the reconstruction association matrix by DMGNMF al-

gorithm, and T represents the transposition of matrix Kb.The detailed

procedure of the DDNMFNN are summarized in Algorithm 1.

3 Results and discussion

3.1 Implementation details and evaluation metrics

To evaluate the predictive performance of DDNMFNN, the 10-fold cross-

validation (10-CV) was performed 10 times on three benchmark datasets.
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Algorithm 1 : Algorithm of DDNMFNN.

Iput: Association matrix Ytrain ∈ Rm×n, drug similarity matrices
{KDt,KDATC ,KDGIP ,KDLINGO,KDedit,KDf1,KDf2} ∈ R7×m×m,
disease similarity matrices {KSDIP ,KSSEM} ∈ R2×n×n, regularization pa-
rameters λL,λG,λ; the number iterations of DMGNMF algorithm N ; the
number iterations of MKNN M .

Output: Predicted association matrix Y ∗.
1: Initialize matrices A ∈ Rm×k ≥ 0,B ∈ Rn×k ≥ 0, parameters αp, βq;
2: Construct the Laplacian matrices by the similarity matrices of drugs and

diseases, respectively;
3: for i = 1→ N do
4: Use Eq.(6a) to update low rank matrix A;
5: Use Eq.(6b) to update low rank matrix B;
6: Use Eq.(8a) to update parameter αp;
7: Use Eq.(8b) to update parameter βq;
8: end for
9: Obtain the reconstruction matrix Y ′ = A×BT ;

10: Initialize weight coefficients α0 and β0 in the MKNN;
11: Input drug similarity matrices, disease similarity matrices and Y ′ into

MKNN;
12: for i = 1→M do
13: Use Eqs.(17a) and (18a) to calculate the output of the drug kernel net-

work Ka;
14: Use Eqs.(17b) and (18b) to calculate the output of the disease kernel

network Kb;
15: Solve θ in Eq.(19);
16: Update weight coefficients α and β in the MKNN;
17: end for
18: return Ka, Kb and θ, and obtain Y ∗ = KaθK

T
b .

At the same time, we used the area under the precise recall curve (AUPR)

as evaluation metrics and the area under the receiver operating character-

istic curve (AUC) as evaluation metrics. All experiments were conducted

on Intel(R) Core(TM) i7-9750H CPU @ 2.60GHz by MATLAB R2018b.

3.2 Parameter sensitivity

DDNMFNN model consists of balance parameters λL, λG and λ. To ex-

plore the impact on the performance of the proposed model under different

values of the parameters, we calculated the AUPR value under different pa-

rameters and set λL, λG and λ with the value range of {0.01, 0.1, 1, 10, 100},
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as shown in Figure 2. The specific operation is to fix the value of one vari-

able and change the value of the other two variables. For example, Figure

2(a) displays the effect of parameters λG and λ on Fdataset when pa-

rameter λL is fixed. When the value of λ is adjusted, the value of AUPR

shows significant changes and similar patterns of change occur on the three

datasets. The AUPR value increases as the value of λ changes from 0.01

to 0.1, and markedly decreases when λ varies from 0.1 to 100. Final, we

recommend setting λL ∈ [0.1, 1], λG ∈ [0.01, 1] and λ ∈ [0.1, 1].

Figure 2. Parameter sensitivity on three datasets.

3.3 Convergence study of DMGNMF

According to the discussion in Section 2.2, the DMGNMF algorithm is

solved through an alternating iterative scheme, and its convergence is the-

oretically guaranteed. To determine the number of iterationsN , we plotted

convergence curves on three benchmark data, as shown in Figure 3. It can
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Figure 3. Convergence curves of the DMGNMF algorithm on three
datasets.

be seen that N is less than 50 at convergence. The proposed model can

be suitable for larger datasets.

3.4 Experimental setup of MKNN

As is well known, the number of layers in a neural network can affect

its expressive power. Therefore, we conducted experiments to determine

the structure of multi-kernel neural networks. Firstly, we tested the per-

formance of different basic kernels applied to drug-disease datasets. The

base kernel functions in our study are linear kernel (Klin), quadratic poly-

nomial kernel (Kpoly2), cubic polynomial kernel (Kpoly3), and radial basis

function kernel (KRBF ). Table 3 displays the AUPR and AUC values

for each kernel. We can observe that the difference between the maxi-

mum and minimum values is lower than 0.02. So, according to the order

of AUPR from high to low, we generate four different node types, namely

N1(the model contains Kpoly2), N2(the model contains Kpoly2 and Kpoly3),

N3(the model contains Kpoly2, Kpoly3 and Klin), N4 (the model contains

Kpoly2, Kpoly3, Klin and KRBF ). We investigated the performance of neu-

ral networks under different node types and different layers on benchmark

datasets, as shown in Table 4. The number of layers for MKNN is set to

2, and the node type is set to N4 in this paper.

3.5 Ablation studies

DDNMFNN consists of the following two key components to enhance the

drug-disease association identification: (1) DMGNMF algorithm adap-
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Table 3. Performance of four base kernels.

Kernels AUPR AUC

Klin 0.6827 0.9466
Kpoly2 0.6927 0.9546
Kpoly3 0.6926 0.9525
KRBF 0.6542 0.9364

Table 4. Summary of similarity construction methods of drug and dis-
ease.

Layers
Node Fdatase Cdatase LRSSLdataset
Types AUPR AUC AUPR AUC AUPR AUC

1

N1 0.6927 0.9546 0.7364 0.9629 0.4822 0.9120
N2 0.6937 0.9538 0.7377 0.9620 0.4744 0.9074
N3 0.6943 0.9527 0.7400 0.9615 0.4897 0.9061
N4 0.6960 0.9531 0.7388 0.9623 0.4843 0.9072

2

N1 0.6747 0.9548 0.7192 0.9643 0.4309 0.9168
N2 0.6899 0.9546 0.7326 0.9634 0.4521 0.9121
N3 0.6952 0.9540 0.7385 0.9626 0.4760 0.9096
N4 0.6919 0.9532 0.7350 0.9622 0.4604 0.9052

tively integrates various geometric information of diseases and drugs to al-

leviate the sparsity problem of the original association matrix; (2) MKNN

can map the features of diseases and drugs into the kernel space in a

multi-layer multi-kernel learning framework and output prediction results.

In this section, we designed an ablation study to investigate the contribu-

tion of DMGNMF and MKNN. We input three benchmark datasets into

DMGNMF, MKNN, DDNMFNN and the experimental results under 10

times 10-CV test were displayed in Figure 4. We can observe that DDN-

MFNN achieved the best predictive performance on three datasets. This

indicates that the combination of DMGNMF and MKNN is an effective

strategy.

To further research the effectiveness of DMGNMF algorithm, we

compared it with four representative NMF-based algorithms: NMF [38],

GRNMF [21], CWNMF [44], and RNMF [45]. CWNMF is a weighted

NMF algorithm with collaborative regularization terms and regulariza-

tion terms. RNMF is an algorithm that integrates the joint regularized

NMF and the symmetric NMF. We combined them with MKNN to obtain
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Figure 4. The results of ablation experiment on three benchmark
datasets. (a) The AUC values of 10-CV test. (b) The AUPR
values of 10-CV test.

four models (NMF-MKNN, GRNMF-MKNN, CWNMF-MKNN, RNMF-

MKNN). To ensure fairness, the regularization coefficients of all matrix

factorization algorithms are randomly set to 1. The experimental results

of all models under 10 times 10-CV test were shown in Figure 5. It can

be observed that a meaningful phenomenon is that the predictive perfor-

mance of models with regularization constraints has significantly improved.

This completely reveals that regularization constraints are of considerable

significance. In addition, our proposed model achieved optimal predic-

tive performance and significantly improved the AUPR value on all three

datasets. This sufficiently indicates the effectiveness of DMGNMF algo-

rithm.

3.6 Comparison with other prediction models

In this section, we compared the state-of-the-art models with DDNMFNN.

To ensure the objectivity of the comparative experiment, we compared the

predictive performance of all models under a 10-CV framework. All models

and experimental results are summarized in Table 5, where SCMFDD [7],

DRRS [8], DisDrugPred [9], DRIMC [10], LAGCN [16], MVGCN [17],

SMGCL [18], DRWBNCF [19], and MGRMF [22] have already introduced
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Figure 5. The experimental results of five NMF-based models com-
bined with MKNN on three benchmark datasets. (a) The
AUC values of 10-CV test. (b) The AUPR values of 10-CV
test.

in the Introduction. To comprehensively compare the performance of

DDNMFNN, we also compared five models for drug-target interaction pre-

diction based on matrix factorization, which are KBMF [46], GRGMF [47],

NRLMF [48], MGRNNM [49], and RRSSVD [50], and a model for predict-

ing miRNA-disease association applying graph convolutional network and

matrix completion, namely NIMCGCN [51]. In addition, two representa-

tive models, MBiRW [31] and BNNR [52], were employed for comparison.

MBiRW is a random walk algorithm applied to similarity networks. BNNR

utilized the bounded kernel norm to complete association matrix.

From Table 5, we can see that DDNMFNN ranks first in AUPR values

on three datasets, and has significantly enhanced prediction performance

compared to other models. Specifically, the AUPR value of DDNMFNN

achieved 0.7 on the Fdataset, which is 14.1% higher than the highest value

of other models. On the Cdataset, the highest AUPR value obtained by

MGRMF on the Fdataset is 0.661, while our model is 0.749 and improves

by 8.8%. Similar results occurred on the LRSSLdataset. The AUPR value

of our model is 0.488, which is 4% higher than MGRMF. However, our

model did not achieve the highest AUC value. The AUC of DDNMFNN

on three datasets is 0.954, 0.965, and 0.920, which are 0.2%, 0.3% and

3.4% lower than DRIMC. Meanwhile, although DRIMC achieved the high-
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est AUC, its AUPR did not have an advantage compared to other models.

For imbalanced datasets, AUPR can objectively reflect the performance of

the model. These experimental results demonstrate the proposed model is

effective and reliable.

Table 5. Comparison of performance between DDNMFNN and other
models.

Models
AUC AUPR

Fdataset Cataset
LRSSL

Fdataset Cdataset
LRSSL

dataset dataset

DisDrugPred 0.890 0.908 0.921 0.070 0.067 0.069
SCMFDD 0.712 0.711 0.761 0.004 0.004 0.004
MBiRW 0.911 0.932 0.920 0.129 0.199 0.067
DRRS 0.929 0.948 0.899 0.140 0.216 0.051
KBMF 0.862 0.860 0.759 0.164 0.219 0.060
NRLMF 0.935 0.947 0.913 0.226 0.289 0.163
DRIMC 0.956 0.968 0.954 0.290 0.377 0.161
LAGCN 0.883 0.920 0.935 0.130 0.191 0.114

DRWBNCF 0.926 0.941 0.936 0.491 0.566 0.349
MGRNNM 0.897 0.909 0.860 0.540 0.625 0.440
RRSSVD 0.928 0.946 0.930 0.484 0.555 0.357
MGRMF 0.917 0.939 0.849 0.559 0.661 0.448
BNNR 0.930 0.934 0.927 0.437 0.470 0.315

GRGMF 0.805 —— 0.816 0.550 —— 0.440
NIMCGCN 0.828 0.851 0.829 0.339 0.433 0.267
MVGCN 0.853 0.862 0.849 0.558 0.630 0.443
SMGCL 0.935 0.947 0.926 0.549 0.626 0.390

SMGCL-NS 0.928 0.937 0.914 0.524 0.582 0.437
DDNMFNN 0.954 0.965 0.920 0.700 0.749 0.488

3.7 Performance on five real world datasets

To further evaluate the predictive performance of DDNMFNN, we ap-

plied it to five real-world network datasets: (i) G-protein coupled receptors

(GPC): the biological network of drugs binding GPC; (ii) Enzymes: the

biological network of drugs binding enzyme proteins; (iii) Ion channels: the

network of drugs binding ion channel proteins; (iv) Drug–target: the chem-

ical network of drug–target association; (v) Southern Women (SW): the

social relations network of events and women. Because the above datasets

without prior similarity information are only interaction matrices, we ap-

ply linear kernels, GIP similarity, and polynomial kernels to construct the

similarity matrix as model inputs.

To objectively evaluate the predictive performance of DDNMFNN, we

compared it with SRNMF [53] and MGRMF [22]. Based on different sim-
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ilarity measures, five different SRNMF-baesd models were obtained for

comparison. The same data was input into all models to ensure fairness

in the experiment. Table 6 displays the AUC values of different models

on five real-world networks. The proposed model attained the best pre-

dictive results on five datasets. This strongly indicates that DDNMFNN

has excellent predictive performance in real-world association networks.

Table 6. The AUC values of DDNMFNN and other compared model
on five real-world datasets.

Models GPC Enzymes Ion channel Drug-target SW

DDNMFNN 0.91 0.97 0.98 0.96 0.83
MGRMF 0.88 0.92 0.95 0.96 0.82

SRNMF-CN 0.84 0.88 0.94 0.93 0.83
SRNMF-AA 0.83 0.88 0.94 0.93 0.82
SRNMF-CAA 0.83 0.87 0.94 0.92 0.82
SRNMF-CJC 0.83 0.87 0.95 0.93 0.80
SRNMF-JC 0.83 0.88 0.93 0.92 0.85

3.8 Case studies

To verify the performance of the proposed model to infer disease-related

drugs without any known associated drugs, we conducted case studies

about breast cancer, lung cancer, and Alzheimer’s disease on the Fdataset.

Specifically, for a specific disease, we removed all known drugs associated

with it from the dataset. Then, the DDNMFNN was trained using the re-

maining known associations and candidate drugs were tested to find drugs

related to the disease. The purpose of the above operation was to ensure

independence between the train set and the validation set. Finally, we

ranked the drugs in descending order of predicted values and validated the

top 10 drugs using the CTD database [54].

Alzheimer’s disease (AD) is a common neurodegenerative disease that

seriously threatens human health. At present, there are at least 50 million

dementia patients worldwide and about 60-70% of them have AD [55,56].

Its etiology is still unclear. Table 7 shows the prediction results of AD,

and only Modafinil and Tetrabenazine among the top 10 drugs did not be

validated in the CTD database. Haloperidol possesses a good therapeu-
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tic effect in a dose of 2-3 milligrams per day [57]. Modafinil is a stimu-

lant that partly works by inhibiting the reuptake of the neurotransmitter

norepinephrine. Related studies have shown that reusing established no-

radrenergic drugs is most likely to provide effective treatment for general

cognition and apathy in AD [58].

Table 7. Prediction results of the top 10 associated drugs with
Alzheimer’s disease.

Index DrugBank ID Drug name Confirmed

1 DB01219 Dantrolene Y
2 DB00502 Haloperidol Y
3 DB00163 Vitamin E Y
4 DB00745 Modafinil N
5 DB00989 Rivastigmine Y
6 DB00393 Nimodipine Y
7 DB00324 Fluorometholone Y
8 DB00313 Valproic acid Y
9 DB00181 Baclofen Y
10 DB04844 Tetrabenazine N

Breast cancer is one of the most common malignant tumors and the

leading cause of cancer death in women worldwide. According to statis-

tics, there were 2.1 million new breast cancer patients and 627000 deaths

worldwide in 2018 [59]. Table 8 lists the 10 drugs highly related to breast

cancer predicted by the model. Comparing the predicted results to the

CTD database, the top 10 drugs predicted were found to be associated

with breast cancer. Al-Tweigeri et al. [60] treated 59 patients with locally

advanced cancer with doxorubicin followed by docetaxel/cisplatin. The

experimental results indicate that combination therapy is feasible, safe,

and effective. The literature published by Lu et al. [61] suggested that a

combination of Cisplatin, capecitabine, and docetaxel can be safely admin-

istered without prophylactic G-CSF, and may be an effective neoadjuvant

in patients diagnosed with locally advanced breast cancer.

According to the 2023 US cancer statistics published in the journal CA-

A Cancer Journal for Clinicians, approximately 350 people die from lung

cancer every day, almost 2.5 times the number of deaths from the second

deadliest cancer [62]. The top 10 drugs predicted by the model have been

identified in the CTD database, as shown in Table 9. Cisplatin-etoposide
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Table 8. Prediction results of the top 10 associated drugs with breast
cancer.

Index DrugBank ID Drug name Confirmed

1 DB00997 Doxorubicin Y
2 DB00515 Cisplatin Y
3 DB01196 Estramustine Y
4 DB00286 Conjugated estrogens Y
5 DB00783 Estradiol Y
6 DB01101 Capecitabine Y
7 DB01248 Docetaxel Y
8 DB00007 Leuprolide Y
9 DB00014 Goserelin Y
10 DB00499 Flutamide Y

combined chemotherapy was developed in the early 1980s for the treatment

of non-small cell lung cancer [63]. Until now, the first-line treatment for

small cell lung cancer has remained etoposide combined with cisplatin

chemotherapy [64]. Three case studies demonstrate that DDNMFNN can

be a promising tool to exploit potential drug-disease associations.

Table 9. Prediction results of the top 10 associated drugs with lung
cancer.

Index DrugBank ID Drug name Confirmed

1 DB00563 Methotrexate Y
2 DB00515 Cisplatin Y
3 DB00773 Etoposide Y
4 DB00398 Sorafenib Y
5 DB01030 Topotecan Y
6 DB00997 Doxorubicin Y
7 DB01005 Hydroxyurea Y
8 DB00444 Teniposide Y
9 DB00441 Gemcitabine Y
10 DB01101 Capecitabine Y

4 Conclusions

In this paper, we introduced a novel computational model, namely DDN-

MFNN, which can effectively predict drug-disease associations. To fully

extract prior knowledge related to association information, we generated

multiple similarity matrices for drugs and diseases to feed into DMGNMF
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and MKNN. Different from traditional NMF algorithms, our key inno-

vation lies in incorporating dual multi-graph regularization. It not only

compensates for the shortcomings of NMF in discovering the inherent ge-

ometric and discriminative structures of the data by modeling multi-view

similarity information of drugs and diseases, but also enables adaptive

learning of the weights of each graph by iterations. We applied L2 reg-

ularization term to the low-rank in the proposed model to improve the

effectiveness of the node representations. In addition, we selected MKNN

for association prediction, combining the strengths of deep learning and

NMF to capture nonlinear structures in sparse association data.

To evaluate the predictive ability of our model, we conducted a consid-

erable number of experiments. Compared with existing computational

models, DDNMFNN demonstrated superior predictive performance on

three benchmark datasets under 10-CV. Furthermore, the model was ap-

plied on five real world datasets to verify its robustness. The case studies

of three diseases further indicated that the proposed model can effectively

predict unknown disease-related drugs. In brief, the excellent performance

of DDNMFNN in the above experiments exhibited that it is a promising

tool for drug repositioning.
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