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Abstract

Conduction graphs are defined here in order to elucidate at a
glance the often complicated conduction behaviour of molecular
graphs as ballistic molecular conductors. The graph GC describes
all possible conducting devices associated with a given base graph
G within the context of the Source-and-Sink-Potential model of bal-
listic conduction. The graphs GC and G have the same vertex set,
and each edge xy in GC represents a conducting device with graph
G and connections x and y that conducts at the Fermi level. If
GC is isomorphic with the simple graph G (in which case we call
G conduction-isomorphic), then G has nullity η(G) = 0 and is an
ipso omni-insulator. Motivated by this, examples are provided of
ipso omni-insulators of odd order, thereby answering a recent ques-
tion. For η(G) = 0, GC is obtained by ‘booleanising’ the inverse
adjacency matrix A−1(G), to form A(GC), i.e. by replacing all non-
zero entries (A(G)−1)xy in the inverse by 1 + δxy where δxy is the
Kronecker delta function. Constructions of conduction-isomorphic
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graphs are given for the cases of G with minimum degree equal
to two or any odd integer. Moreover, it is shown that given any
connected non-bipartite conduction-isomorphic graph G, a larger
conduction-isomorphic graph G′ with twice as many vertices and
edges can be constructed. It is also shown that there are no 3-
regular conduction-isomorphic graphs. A census of small (order
≤ 11) connected conduction-isomorphic graphs and small (order
≤ 22) connected conduction-isomorphic graphs with maximum de-
gree at most three is given. For η(G) = 1, it is shown that GC is
connected if and only if G is a nut graph (a singular graph of nullity
one that has a full kernel vector).

1 Introduction

The ballistic conduction of electrons through a molecular π system that

is connected by leads into a circuit can be modelled by the Source-and-

Sink-Potential (SSP) approach [7,14], which itself can be pared down to a

purely graph-theoretical form [20].

1.1 The graph theoretical model of molecular conduc-

tion

The critical quantity is T (E), the fractional transmission of electrons with

energy E through molecular graph G connected via vertex l to a source L

representing the incoming left lead, and via vertex r to a sink R represent-

ing the outgoing lead. The triple (G, l, r) defines a device. We are usually

most interested in transmission of a device at energy E = 0, the Fermi or

non-bonding level. In the graph-theoretical version of the SSP, T (0) is a

function of four characteristic polynomials s, t, u, v which are respectively

φ(G), φ(G− l), φ(G− r), φ(G− l − r) [20]. For a symmetric device, i.e.

one where both leads are of the same material, T (0) is given by evaluation

in the limit E → 0 of the function

T =
4(ut− sv)β̃2

(s− vβ̃2)2 + (t+ u)2β̃2
,

where the numerator polynomial (ut−sv) is a square j2 (by Jacobi’s Theo-

rem [23]) and β̃2 is a parameter describing relative strengths of interactions
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within the molecule, between molecule and leads, and within the leads [10].

Devices may be distinct (l ̸= r) or ipso (l = r), and selection rules

based on Cauchy’s Interlacing Theorem have been developed to predict

whether any given device conducts (T (0) ̸= 0) or insulates (T (0) = 0) at

the Fermi level [11]. These are based on the nullity signature of the device,

(η(G), η(G − l), η(G − r), η(G − l − r)) where η(H) is the multiplicity of

the eigenvalue zero in the spectrum of graph H. This signature suffices

to distinguish conduction and insulation in all but one case. The sole

exception is when η(G) = η(G − l) = η(G − r) = η(G − l − r), and it is

then necessary to consider also the number of zero roots of j2 to check for

‘accidental’ zeroes arising from the vanishing of j2 = (ut− sv)/Eη(G).

Consideration of the selection rules allows a definition of classes of

conductors based on cases where all devices in a given class (e.g. distinct,

ipso or both (= strong)) have some uniform behaviour. This gives rise

to the notions of omni-conductors and omni-insulators, and their near-

omni and d-omni specialisations [8, 10, 12]. Here, we explore a different

approach that gives a global representation of all possible devices derived

from a given base graph G. This is achieved by defining a conduction

graph, GC, to be associated with the base graph G.

1.2 The conduction graph

The set of devices (G, l, r) defines a conduction matrix, C(G), indexed by

device connection vertices, and containing as entry on row l and column

r the value of T (0) for the specific device. This matrix can be used to

construct a graph, as follows.

First, for any matrix A ∈ Rn×m, we define booleanise(A) as the matrix

obtained by replacing all off-diagonal non-zero entries of A by 1 and all

diagonal non-zero entries of A by 2.

From the conduction matrix for the devices derived from G, a new

matrix is constructed by assigning the element in row l and column r of

a new matrix as 1 + δlr (where δij is the Kronecker delta function) if and

only if the device (G, l, r) conducts. By the above definition, this new

matrix is just booleanise(C(G)). The new matrix is then interpreted as
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the adjacency matrix† of a graph GC, i.e.

A(GC) = booleanise(C(G)).

In plain language, each conducting distinct device (G, l, r) leads to an edge

in GC, and each conducting ipso device leads to a loop in GC.

The definition of the graph GC is intended to embody a transparent

summary of the varied conduction behaviour of the underlying graph G.

An appealing feature of this description is that, since GC is itself a graph,

it is amenable to the standard techniques of graph theory. It also suggests

natural questions about the relationship of GC to G, and about the extent

to which GC inherits or surpasses properties of G.

1.3 Conduction-isomorphic graphs

Two graphs G = (V,E) and G′ = (V ′, E′) are isomorphic if there exists

a bijection h : V (G) → V (G′) between the vertex sets of G and G′ such

that any two vertices u1, u2 ∈ V (G) are adjacent in G if and only if h(u1)

and h(u2) are adjacent in G′. We call a graph G conduction-isomorphic if

G is isomorphic with its conduction graph GC. This notion is the central

topic of this paper.

Conduction-isomorphic graphs are interesting, because for some appli-

cations it is necessary to reason about properties of the conduction graph of

a graph G. In general, the conduction graph of G is a non-trivial function

of G, which can make this difficult, but for conduction-isomorphic graphs

the task is easier, as the conduction graph of G inherits many properties

from G.

2 Outline

The remainder of this paper is structured as follows: in Section 3 we discuss

preliminaries about the graph-theoretic model of conduction and introduce

definitions that will be used throughout the paper. In Section 4 we show

†We adopt the convention that a loop is represented by the entry 2 in the adjacency
matrix.
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how conduction-isomorphic graphs are related to ipso omni-insulators and

answer a question of Fowler et al. [10] by showing the existence of ipso

omni-insulators of odd order. Next, in Section 5 we demonstrate the ex-

istence of several infinite families of conduction-isomorphic graphs. We

complement these results in Section 6 by showing that for any given con-

nected non-bipartite conduction-isomorphic graph G it is possible to con-

struct a larger conduction-isomorphic graph G′ with twice as many ver-

tices and edges. On the other hand, we show in Section 7 that no simple

graphs in which every vertex has degree 3 (e.g. fullerenes form an impor-

tant class of such graphs) can be conduction-isomorphic. In Section 8 we

discuss extensive computations that allow us to compile an exhaustive list

of connected conduction-isomorphic graphs with at most 11 vertices and

connected conduction-isomorphic graphs with maximum degree at most

3 and at most 22 vertices. Finally, in Section 9 progress is reviewed and

some directions for further exploration are highlighted.

3 Preliminaries and notation

The spectrum σ(G) = {λ1, λ2, ..., λn} of a graph G is the multiset of the

eigenvalues of its adjacency matrix, A(G), and the corresponding eigen-

vectors are the set of column vectors {x1, x2, ..., xn}. An eigenvector corre-

sponding to eigenvalue 0 is called a kernel vector. We denote the element

on row u of column vector xi by xi,u. The nullity of the graph G is equal

to the multiplicity of the eigenvalue 0 in its spectrum. As noted earlier,

the nullity of a graph G plays an essential role in determining whether

a device (G, x, y) formed by connection of leads to vertices x and y of G

conducts or insulates at zero energy of the incoming electron.

We recall Cauchy’s interlacing theorem [3,17]:

Theorem 1 ( [3, 17]). Let G be a graph on n vertices with eigenvalues

λ1 ≥ λ2 ≥ ... ≥ λn and let G′ be a graph with eigenvalues µ1 ≥ µ2 ≥ ... ≥
µn−1 on n− 1 vertices obtained by removing a vertex from G. The spectra

of G and G′ interlace, i.e. we have:

λ1 ≥ µ1 ≥ λ2 ≥ µ2 ≥ ... ≥ µn−1 ≥ λn.
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As a direct corollary of this theorem, we see that the nullity can change

by at most one on removal of a vertex:

Corollary. Let G be a graph on n vertices with nullity η. The nullity

of any graph G′ obtained by removing a vertex from G is in the set {η −
1, η, η + 1}.

A vertex u of a graph G for which there is a kernel vector xi such that

xi,u ̸= 0 is called a core vertex. For such a vertex, we have η(G − u) =

η(G)− 1. All other vertices are called core-forbidden vertices. Within the

class of core-forbidden vertices, we also make a distinction between vertices

whose removal leads to a graph G′ with nullity η (middle vertices) or η+1

(upper vertices). Based on the nullities of the graphs, Fowler et al. [10]

obtained the selection rules shown in Table 1 to determine whether the

device associated with vertices u and v of graph G , i.e. the device (G, u, v),

conducts or not.

u = v Nullity
of G

Nullity
of G− u

Nullity
of G− v

Nullity
of G− u− v

Conduction?

No η η + 1 η + 1 η + 2 No
No η η + 1 η + 1 η Yes
No η η + 1 η η + 1 No
No η η + 1 η η Yes
No η η + 1 η − 1 η No
No η η η η + 1 Yes
No η η η η Maybe
No η η η − 1 η − 1 No
No η η − 1 η − 1 η Yes
No η η − 1 η − 1 η − 1 Yes
No η η − 1 η − 1 η − 2 No
Yes η η + 1 η + 1 - No
Yes η η η - Yes
Yes η η − 1 η − 1 - Yes

Table 1. The selection rules from [10] that determine whether the de-
vice (G, u, v) conducts or insulates at the Fermi level.

We remark that the conduction behaviour of the device (G, u, v) when

all nullities of G, G−u, G−v and G−u−v are equal depends on the non-
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zero eigenvalues and the corresponding kernel vectors of G. More precisely,

define

s0 :=
∏

λi∈σ(G)
λi ̸=0

−λi

and

ja :=
∑

λi∈σ(G)
λi ̸=0

xi,uxi,vs0
−λi

.

In the case where the four nullities are equal, the device (G, u, v) conducts

if and only if ja ̸= 0 [10].

To appreciate the conduction behaviours of all devices (G, u, v) for all

pairs of not necessarily distinct vertices u, v of a graph G, we define the

conduction graph GC of G. This graph has the same vertex set as G and

there is an edge between vertices u and v if and only if the device (G, u, v)

conducts. When we speak of a conduction graph GC of a graph G, in

this paper we will always assume that G is connected and simple, i.e. does

not contain parallel edges nor loops, whereas GC might be disconnected

or contain loops (but no parallel edges).

We now introduce a number of definitions that will be used throughout

the paper. We call a square matrix A orthogonal if AT = A−1, we call it a

permutation matrix if every row and every column of A contains precisely

one non-zero entry equal to 1 and we call it a 0-1 matrix if every entry

of A is equal to 0 or 1. A canonical double cover of a graph G = (V,E)

is a graph G′ = (V ′, E′) with vertex set V ′ = V × {0, 1} and edge set

E′ = {(u1, j)(u2, 1− j) | u1u2 ∈ E, j ∈ {0, 1}}. We call a simple graph G

d-regular if every vertex in G has degree d (precisely d neighbours).

3.1 Conduction graphs and conduction classes

Various generic classes of device behaviour have been defined [10], and

some of these correspond to special kinds of conduction graphs. The

broadest classification is into omniconductors and omni-insulators of dif-

ferent types, which can be codified with two-letter acronyms, where the

first letter describes the behaviour of the set of distinct devices and the
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second the ipso devices. The alphabet is {C,I,X}, denoting all conducting

(C), all insulating (I), and mixed behaviour or nonexistence of the class

(X). A number from {0, 1, 2} is appended to indicate that η(G) is 0, 1 or

≥ 2, respectively. Of the 27 conceivable combinations, only 13 are realis-

able, with nullity playing a vital role in deciding whether a combination

is allowed or not. For example, combinations II are impossible, combi-

nations CI and XI are limited to nullity zero, and combinations with I as

first letter can occur only for nullity 2 or more.

The codes have implications for the structure of GC. Clearly, a C in

the first place implies that the vertices of GC form a clique, an I in first

place that they form an independent set. A C for second place implies

that GC has loops on all vertices, an I in second place implies that GC is

loopless. Hence, GC is a complete graph decorated on all vertices with a

loop for CC0 and CC1; in the case of CC1, G is a nut graph; for CI0, GC is

a complete graph. The impossible combination II would imply that GC

is the disjoint union of n copies of K1, a fact which was used implicitly in

the proof that this ‘strong omni-insulator’ combination is never realised.

The pure, i.e. X-free codes CC, CI and the unrealisable II imply adjacency

matrices A(GC) equal to J + I, J − I and 0 , where J , I and 0 are the

all-one matrix, identity matrix and all-zeros matrix of appropriate order.

If we want to stress the order n when it is not clear from the context, we

will write Jn, In and 0n.

A more detailed classification uses a three-letter acronym (TLA) and

in its general form, the first letter describes behaviour of distinct devices

where the connection vertices are separated by odd distance, the second

letter describes the distinct devices with even distance between connec-

tions and the third letter applies to the set of ipso devices. Now there

are 81 conceivable cases, of which 42 are impossible, 35 realisable and 4

undecided [8], again with implications for the possible structure of GC.

For bipartite graphs, the TLA has a simpler description in that the

three letters of the code refer to ‘inter’, ‘intra’ and ‘ipso’ devices [12], where

connections are respectively, distinct and in different partite sets, distinct

and in the same partite set, or not distinct. In the bipartite case, only 14

combinations of letters and nullity are realisable [12]. Four combinations
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are realisable by just one graph: (K2,K1,K2,1,K3,3) for CXI0, XXC1, ICX1,

ICC2 with conduction graphs K2,K
loop
1 ,K1 + K loop

2 , 6K loop
1 . Here Gloop

represents the graph G where a loop is added to each vertex, and we have

used G+H to denote the disjoint union of two graphs G and H, and kG to

denote the disjoint union of k copies of G. Again X-free codes lead to simple

forms for A(GC). If vertices are ordered so that A(G) is in block-diagonal

form  0 B

BT 0

 ,

then CII, ICC and IIC imply adjacency matrices 0 J

J 0

 ,

 J + I 0

0 J + I

 ,

and  I 0

0 I

 ,

respectively for A(GC). TLA codes for various families of graphs of interest

in chemistry are tabulated in [12] (Table VI).

Catafused benzenoids are Kekulean and hence of even order and non-

singular, with code CII0 [12], so that for them GC is loopless and contains

edges for all odd distances (only) and hence is the complete bipartite graph

Kn/2,n/2. Isomeric catafused benzenoids exist for hexagon counts h >

2 and sets for fixed h share the same conduction graph. Although the

frameworks of isomeric benzenoid base graphs are non-isomorphic, every

bipartite graph with partite sets of equal size is a subgraph of Kn/2,n/2,

and in particular G for each isomer is a subgraph of the common GC.

Another graph class that has specific conduction characteristics is that
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of the uniform core graphs (UCG). A UCG is a core graph (all vertices

are core) and has the extra property that all distinct devices have nullity

signature (η, η − 1, η − 1, η − 2), which leads to insulation at the Fermi

level (see Table 1). Hence UCGs have nullity of 2 or more, and code IIC2.

Therefore GC is isomorphic with nK loop
1 for any UCG on n vertices.

3.2 Conduction graphs derived from

non-singular graphs

Fig. 1 shows the conduction graphs derived from the simple, connected

graphs on up to at most 4 vertices. In general, each graph G has a unique

conduction graph GC, but a given graph H may be the conduction graph

of two or more non-isomorphic parents. As the figure shows, the cycle

C4 and the diamond (K4 minus an edge) on 4 vertices have isomorphic

conduction graphs, which consist of the disjoint union of two copies of

K loop
2 . The figure also shows two examples where GC is isomorphic with

G (K2 and P4).

For graphs with nullity 0, the conduction matrix has a particularly

simple form, which gives an alternative way to describe the conduction

graph:

Theorem 2 ( [10]). Let G be a graph of nullity 0. The adjacency matrix

of the conduction graph GC of G is given by booleanise(A−1).

We note that for any invertible matrix A, we have (A−1)−1 = A. For

a graph G of nullity 0, the conduction graph of the conduction graph of

G, i.e. (GC)C, may be isomorphic with G, as already shown in Fig. 1

(numerical experiments suggest that this holds for all paths on an even

number of vertices), but this is not always the case.
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Figure 1. An overview of all connected pairwise non-isomorphic graphs
on at most 4 vertices and their conduction graphs.
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3.3 Conduction graphs derived from singular graphs

For a graph G = (V,E) with nullity 1, we can write the adjacency matrix

A of G as the following block matrix:

A(G) =


ALL ALM ALU

AT
LM AMM AMU

AT
LU AT

MU AUU


Here, the letters L, M and U correspond to lower, middle and upper, and

the blocks Aij represent the adjacencies between such vertices. Let n1 be

the number of lower vertices of G. From the selection rules in Table 1, the

conduction graph GC of G has the following adjacency matrix:

A(GC) =


Jn1

+ In1
0 0

0 ACond
MM ACond

MU

0 (ACond
MU )T ACond

UU


Here, the matrices ACond

MM , ACond
MU and ACond

UU represent the conduction

behaviour for devices associated with respectively middle and middle, mid-

dle and upper, and upper and upper vertices. Given that every graph with

nullity at least 1 has at least 1 core vertex, we have that the conduction

graph of a graph G with nullity 1 is connected if and only if all vertices

of G are core vertices. Such graphs correspond precisely to nut graphs,

a class of graphs which received attention in the literature. A nut graph

is simple, connected, non-bipartite and has no leaves [21], and it has the

defining feature that it is singular, with nullity one and a full kernel vec-

tor. Nut graphs are exactly the strong omniconductors of nullity one [10].

If the graph K1 is excluded as trivial [21], the smallest nut graphs have

order 7. A census of small nut graphs, and statistics for nut graphs be-

longing to various special families are described in [5] and are available

online at https://houseofgraphs.org/meta-directory/nut.

We call a graph G a chemical graph if G is connected and the maximum

https://houseofgraphs.org/meta-directory/nut
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degree of a vertex in G is at most three (in the graph theory literature such

graphs are called connected subcubic graphs). Chemical nut graphs have

vertex degrees 2 and 3 only, and the smallest example is of order 9. The

orders and degree signatures realisable by chemical nut graphs have been

characterised [9]. Several general constructions for obtaining large nut

graphs from smaller ones are known [1,13,19,21].

The adjugate matrix of a square matrix A is the transpose of the co-

factor matrix of A. We now recall the following fact about the adjugate

matrix of a matrix with nullity one:

Observation 1 ( [16]). Let A be a square matrix of nullity 1. Then the

adjugate matrix adj(A) can be written as:

adj(A) = αxxT

where α is equal to the product of the non-zero eigenvalues of A, i.e. the

pseudo-determinant, and x is a kernel vector of A.

From Observation 1, the matrix obtained by booleanising the adjugate

matrix of the adjacency matrix A corresponding to a graph of nullity 1

has the following form:

booleanise(adj(A)) =


Jn1

+ In1
0 0

0 0 0

0 0 0


Hence, whereas for graphs G of nullity 0 with adjacency matrix A, boole-

anising A−1 yields the adjacency matrix of the conduction graph of G,

but for graphs G of nullity 1 other than nut graphs, booleanising adj(A)

reveals only a part of the conduction graph of G. For graphs with nullity

larger than 1, the situation is more complicated and we do not know of

any such analogous statements.
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4 Ipso omni-insulators and

conduction-isomorphic graphs

An ipso omni-insulator is a graph G for which the conduction graph GC

contains no loops. We recall the following important theorem about ipso

omni-insulators:

Theorem 3 ( [10]). Every simple connected ipso omni-insulator has nul-

lity 0.

Since in the current paper we are only interested in simple (i.e. without

loops and parallel edges), connected graphs, we have

Observation 2. Every simple, connected, conduction-isomorphic graph

is an ipso omni-insulator.

This is the main reason why we are interested in ipso omni-insulators

in the present context. Furthermore:

Corollary. Every simple, connected, conduction-isomorphic graph has nu-

llity 0.

Fowler et al. [10] determined all ipso omni-insulators in a number of

different graph families, e.g. connected simple graphs on at most 10 vertices

or chemical graphs on at most 16 vertices. Interestingly, while there are

plenty of ipso omni-insulators of even order, the authors of that paper were

unable to find any ipso omni-insulators of odd order and asked whether

such graphs cannot exist or whether they are just very rare. By searching

through lists of graphs with at most two vertex orbits [15], we found several

ipso omni-insulators of odd order. We close this section by providing the

smallest example that we found in Fig. 2 (available at https://houseofg

raphs.org/graphs/35457).

None of the odd ipso omni-insulators that we found are chemical, and none

are conduction-isomorphic. We therefore pose the following questions:

Question 1. Does there exist a chemical ipso omni-insulator of odd order?

Question 2. Does there exist a conduction-isomorphic graph of odd or-

der?

https://houseofgraphs.org/graphs/35457
https://houseofgraphs.org/graphs/35457


393

Figure 2. An ipso omni-insulator of order 15.

5 Infinite families of conduction-isomorphic

graphs

In this section, we describe three infinite families of conduction-isomorphic

graphs, each with a different minimum degree.

5.1 Conduction-isomorphic graphs with minimum de-

gree one

The first infinite family of graphs shows that any arbitrary graph occurs

as an induced subgraph of infinitely many conduction-isomorphic graphs

with minimum degree one:

Theorem 4. Let G be a graph on n vertices. For all integers k ≥ 1, there

exists a conduction-isomorphic graph G′ with minimum degree one on 2kn

vertices which contains G as an induced subgraph.

Proof. Set G0 := G. We will construct an infinite sequence of conduction-

isomorphic graphs G1, G2, ... with minimum degree one, where Gi contains

Gi−1 as an induced subgraph and |V (Gi)| = 2|V (Gi−1)| (i ≥ 1), from

which the theorem follows.

Let A be the adjacency matrix of Gi−1, which contains 2i−1n vertices.
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Let B be any square orthogonal 0-1 matrix with 2i−1n rows such that

AB = BA and every row and column of B contains precisely one entry

equal to one (note that such a B indeed always exists, for example by

taking B = I). The adjacency matrix of Gi is now given by: A B

BT 0

 .

Using blockwise matrix multiplication, the fact that B is orthogonal and

the fact that every orthogonal matrix is symmetric, we can see that the

inverse of this matrix is given by: 0 B

BT −A

 .

From Theorem 2, booleanising the above matrix yields the adjacency

matrix of the conduction graph of Gi. Clearly Gi−1 occurs as an induced

subgraph of Gi by construction. Moreover, Gi is isomorphic with its con-

duction graph with an isomorphism that maps every vertex of V (Gi) cor-

responding to row j to the vertex corresponding to row j + 2i−1n and

vice-versa (for all 0 ≤ j ≤ 2i−1n− 1).

We remark that the choice of B in the previous proof is strongly con-

strained‡:

Remark. Let B be an orthogonal 0-1 matrix, then B is a permutation

matrix.

Proof. Since every orthogonal matrix is symmetric and BBT = I, we

know that each row of B can only contain at most one non-zero element.

Moreover, B cannot contain a row full of zeroes because B is invertible, so

B must contain precisely one zero for each row. Hence, it is a permutation

matrix.

‡A special case of conduction-isomorphic graphs arises when the adjacency matrix
is equal to its inverse. This remark also shows that a matching, i.e. a forest of K2s, is
the only graph with that property.
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However, we present the proof of Theorem 4 in its general form, be-

cause it might be interesting for an edge-weighted variant of conduction-

isomorphic graphs (where matrix entries can be distinct from 0 or 1) and

where the matrix B can contain more than one entry per row which is

non-zero.

A corona graph is obtained by adding a pendant edge to every vertex

of a base graph G. The graphs considered in Theorem 4 are precisely the

corona graphs (and thus every corona graph is conduction-isomorphic).

Two infinite families of chemical conduction-isomorphic graphs which are

corona graphs are obtained by choosing the base graph as a path (re-

sulting in combs) and a cycle (resulting in radialenes). These chemically

interesting graphs and their conduction graphs are shown in Fig. 3. Since

every chemical graph is connected, we obtain that these graphs are the

only chemical conduction-isomorphic graphs which are corona graphs (as

a direct corollary of Theorem 4):

Corollary. Let G be a conduction-isomorphic corona graph, which is also

a chemical graph. Then G is a comb or a radialene. Moreover, every comb

and radialene is conduction-isomorphic.

Figure 3. The graphs in the first column represent a comb and a ra-
dialene. The corresponding conduction graphs are shown in
the second column.

In chemistry, it is also often useful to know the spectrum of the graphs
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one is dealing with. For a π-system, the spectrum is related to electronic

structure via the equivalence of the simple Hückel model [22] and the eigen-

value equation for the adjacency matrix of the molecular graph (the graph

of the carbon framework). The chemical concepts of molecular orbitals and

orbital energies then correspond to eigenvectors and eigenvalues of the ad-

jacency matrix. Many classic results of spectral graph theory have direct

consequences for molecular electronic structure in this simplified model. A

striking example is given by the Coulson-Rushbrooke Pairing Theorem [6],

which allows prediction of the ground-state π-electron configuration for

every bipartite molecular graph, given its nullity. In the context of Hückel

theory and π-systems, the graphs of interest are the chemical graphs (pre-

viously defined as connected graphs with maximum degree at most 3). In

other contexts, a definition that allows degree 4 is sometimes used.

For corona graphs, it is possible to describe their spectrum in terms of

the spectrum of the base graph:

Theorem 5. Let G = (V1, E1) be a graph on n vertices with spectrum

σ(G) = {λ1, λ2, ..., λn} and let G′ = (V1 ∪ V2, E2) be a corona graph with

base graph G (where |V2| = n). We have:

σ(G′) =

{
λi ±

√
λ2
i + 4

2

∣∣ λi ∈ σ(G)

}
.

Proof. Let x1, x2, ..., xn be the eigenvectors of the adjacency matrix of G

corresponding to λ1, λ2, ..., λn. We claim that for each λi ∈ σ(G) there are

two eigenvalues µi, νi :=
λi±

√
λ2
i+4

2 in the spectrum of G′ with respectively

corresponding eigenvectors
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yi, zi :=



xi,0

xi,1

...

xi,n−1
2xi,0

λi±
√

λ2
i+4

2xi,1

λi±
√

λ2
i+4

...
2xi,n−1

λi±
√

λ2
i+4



.

Indeed, if G has adjacency matrix A, then G′ has adjacency matrix

A′ =

 A I

I 0

 .

Therefore, for every vertex v ∈ V1 we have:

(A′yi)v, (A
′zi)v = (Axi)v +

2xi,v

λi ±
√
λ2
i + 4

= λixi,v +
2xi,v

λi ±
√
λ2
i + 4

= λixi,v +
2xi,v(λi ∓

√
λ2
i + 4)

λ2
i − (λ2

i + 4)

=
2λixi,v

2
+

xi,v(±
√

λ2
i + 4− λi)

2

=
λi ±

√
λ2
i + 4

2
xi,v

= (µiyi)v, (νizi)v.

Moreover, for every vertex v ∈ V1, we have:

(A′yi)v+n, (A
′zi)v+n = xi,v, xi,v
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=
λi ±

√
λ2
i + 4

2

2xi,v

λi ±
√
λ2
i + 4

= (µiyi)v+n, (νizi)v+n.

This proves the claim and completes the proof.

5.2 Chemical conduction-isomorphic graphs with

minimum degree two

The graphs from Section 5.1 all have minimum degree equal to one. In

the current section we present an infinite family of chemical conduction-

isomorphic graphs with minimum degree two.

Theorem 6. For each integer k ≥ 2, there exists a chemical conduction-

isomorphic graph with minimum degree equal to 2 on 4k vertices.

Proof. For a positive integer n and an integer a, we define the matrix

f(n, a) as an n by n matrix in which every entry is equal to 0, except

one entry per row which is equal to 1: f(n, a)i,i+a = 1 if i is even and

f(n, a)i,i−a = 1 if i is odd. Here, indices should be interpreted modulo

n and the first row (and column) has index 0. For example, the identity

matrix with n rows is given by f(n, 0). For all integers k ≥ 1 and a, we

have:

f(2k, a)T =

f(2k, a) if a is odd,

f(2k,−a) if a is even.

Moreover, for all integers k ≥ 1 and a, b, we have:

f(2k, a)f(2k, b) =

f(2k, a− b) if a is odd,

f(2k, a+ b) if a is even.

Let k ≥ 2 be an integer and let G be the graph with the following adjacency
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matrix:  f(2k, 1) + f(2k,−1) f(2k, 0)

f(2k, 0) f(2k, 1)

 .

Note that this matrix is indeed symmetric since f(2k, 1) and f(2k,−1) are

symmetric. By using the definition of f and blockwise matrix multiplica-

tion, one can verify that the inverse of this matrix is given by: f(2k,−1) −f(2k,−2)

−f(2k, 2) f(2k, 1) + f(2k, 3)

 .

The adjacency matrix of the conduction graph GC of G is obtained by

booleanising the above matrix due to Theorem 2. This graph and its

conduction graph are shown in Fig. 4 for k = 4. Finally, we conclude thatG

Figure 4. A conduction-isomorphic graph with minimum degree two
obtained by choosing k = 4 (left) and its conduction graph
(right).

is indeed isomorphic with its conduction graph GC where the isomorphism
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h : V (G) → V (GC) between G and GC is given by:

h(u) =



u+ 2k if u is even and 0 ≤ u ≤ 2k − 1,

((u+ 2) mod 2k) + 2k if u is odd and 0 ≤ u ≤ 2k − 1,

((u+ 2) mod 2k) if u is even and 2k ≤ u ≤ 4k − 1,

u− 2k if u is odd and 2k ≤ u ≤ 4k − 1.

5.3 Conduction-isomorphic graphs with arbitrarily

large minimum degree

We now present an infinite family of conduction-isomorphic graphs with

arbitrarily large minimum degree:

Theorem 7. For each integer k ≥ 3, there exists a conduction-isomorphic

graph on 2k vertices with minimum degree equal to 2k − 5.

Proof. For a positive integer n, we define the cyclic permutation matrix

P (n) as an n by n matrix in which every entry is equal to 0, except one

entry per row which is equal to 1: P (n)i,i−1 = 1 for all 0 ≤ i ≤ n−1. Here,

indices should be interpreted modulo n and the first row (and column) has

index 0. Analogously, the inverse cyclic permutation matrix P−1(n) is an

n by n matrix in which every entry is equal to 0, except one entry per row

which is equal to 1: P−1(n)i,i+1 = 1.

Let k ≥ 3 be an integer and let G be the graph with adjacency matrix: J − I J − I − P (k)

J − I − P−1(k) J − I − P−1(k)− P (k)

 .

Note that the vertices 0 ≤ u ≤ k − 1 have degree 2k − 3 and the other

vertices have degree 2k− 5. The graph obtained by choosing k = 4 as well

as its conduction graph are shown in Fig. 5.

By observing that P (n)P−1(n) = In and using blockwise matrix mul-
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Figure 5. A conduction-isomorphic graph with minimum degree three
obtained by choosing k = 4 (left) and its conduction graph
(right).

tiplication, we obtain the following inverse matrix: −(J − I − P−1(k)− P (k)) J − I − P (k)

J − I − P−1(k) −(J − I)

 .

From Theorem 2, booleanising the above matrix gives us the adjacency

matrix of the conduction graph GC of G. We conclude the proof by giving

the isomorphism h : V (G) → V (GC) between G and GC, which shows that

G is indeed conduction-isomorphic:

h(u) =

k + ((u− 1) mod k) for 0 ≤ u ≤ k − 1,

u− k for k ≤ u ≤ 2k − 1.



402

6 Constructing conduction-isomorphic

graphs from other conduction-isomorphic

graphs

Theorem 4 results in infinitely many bipartite and non-bipartite conducti-

on-isomorphic graphs by choosing a suitable base graph and Theorem 7

results in another infinite family of non-bipartite conduction-isomorphic

graphs. In the current section, we present another infinite family of such bi-

partite conduction-isomorphic graphs based on the canonical double cover

of a suitable conduction-isomorphic graph. We first recall two well-known

observations about such a canonical double cover. The first observation

follows directly from the definition of a canonical double cover.

Observation 3. Let G be any graph. The canonical double cover of G is

bipartite.

The second observation indicates precisely when the canonical double

cover of a graph is connected.

Observation 4 ( [2]). Let G be any graph. The canonical double cover

of G is connected if and only if G is non-bipartite and connected.

We now obtain our second infinite family by applying the following

theorem to infinitely many connected non-bipartite conduction-isomorphic

graphs (e.g. as obtained from Theorem 7):

Theorem 8. Let G be a connected non-bipartite conduction-isomorphic

graph. The canonical double cover of G is a connected bipartite conduction-

isomorphic graph.

Proof. Let H be the canonical double cover of G with vertex set V (H) =

V (G)× {0, 1} and edge set E(H) = {(u1, j)(u2, 1− j) | u1u2 ∈ E(G), j ∈
{0, 1}}. Because of Observations 3 and 4, H is indeed a connected bipartite

graph. Let A be the adjacency matrix of G and h′ : V (G) → V (GC) be an

isomorphism between G and its conduction graph GC. The graph H has
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the following adjacency matrix: 0 A

AT 0

 .

Using blockwise matrix multiplication and the fact that A = AT , we

obtain the following inverse: 0 (AT )−1

A−1 0

 .

Because of Theorem 2, the conduction graph HC of H has an adja-

cency matrix which is obtained by booleanising the above inverse. As an

example, Fig. 6 shows the smallest connected non-bipartite conduction-

isomorphic graph as well as its canonical double cover.

Figure 6. The smallest connected non-bipartite conduction-isomorphic
graph (left) and its canonical double cover (right).

Now H is conduction-isomorphic where the isomorphism h : V (H) →
V (HC) between H and HC is given by h((u, j)) = (h′(u), j) (for each

u ∈ V (G), j ∈ {0, 1}).

We remark that the canonical double cover of a graph G has the

same degree set as G itself, and therefore the canonical double cover of

a non-bipartite chemical conduction-isomorphic graph is again a chemical

conduction-isomorphic graph.
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7 Nonexistence of 3-regular

conduction-isomorphic graphs

Among others, the results of Section 5 imply the existence of infinitely

many chemical conduction-isomorphic graphs with minimum degree 1 and

2. In the current section we show that there are no chemical conduction-

isomorphic graphs with minimum degree 3, i.e. simple connected 3-regular

conduction-isomorphic graphs. This rules out the existence of conduction-

isomorphic graphs among a number of important chemical graph families

(e.g. fullerenes and other carbon cage molecules based on cubic polyhedra).

Theorem 9. Let G be a simple connected 3-regular graph with nullity 0

and having the conduction graph GC. Then every vertex v ∈ V (GC) has

at least 4 neighbours. As a result, G is not conduction-isomorphic.

Proof. Let A be the adjacency matrix of G and suppose for the sake of

obtaining a contradiction that there exists a vertex v ∈ V (GC) which has

strictly less than 4 neighbours. Because of Theorem 2 this implies that

there exists a column c in A−1 which has precisely k < 4 non-zero elements

a1, ..., ak. Since AA−1 = I, the product Ac has to contain precisely one

entry equal to 1 and all other entries equal to 0. This means that there

exists a family F which is a multiset of subsets of {1, ..., k} such that

there is precisely one subset S ∈ F for which
∑

i∈S ai = 1 and for all

other subsets S′ ∈ F we have
∑

i∈S′ ai = 0. Moreover, each i ∈ {1, ..., k}
appears in exactly 3 subsets of F , since G is 3-regular. Additionally, for

S′ ∈ F and S′ ̸= S, we have |S′| ≥ 2, because the elements a1, ..., ak are

non-zero. Due to symmetry, we may assume without loss of generality

that S = {1, ..., l} for some integer 1 ≤ l ≤ k. Hence, there are only 6 such

families F giving rise to the following sets of linear equations:


a1 + a2 = 1

a1 + a2 = 0

a1 + a2 = 0



a1 = 1

a1 + a2 = 0

a1 + a3 = 0

a2 + a3 = 0

a2 + a3 = 0



a1 = 1

a2 + a3 = 0

a1 + a2 + a3 = 0

a1 + a2 + a3 = 0
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

a1 + a2 = 1

a1 + a3 = 0

a2 + a3 = 0

a1 + a2 + a3 = 0



a1 + a2 + a3 = 1

a1 + a2 = 0

a1 + a3 = 0

a2 + a3 = 0


a1 + a2 + a3 = 1

a1 + a2 + a3 = 0

a1 + a2 + a3 = 0

None of these sets of linear equations has a solution and therefore we

obtain a contradiction, as desired.

We remark that the 3-regular case is different from the d-regular case

for d > 3. For example, Fig. 7 shows a 6-regular graph for which its

conduction graph has a vertex of degree 6. However, this graph is not

conduction-isomorphic and we were unable to find any such graphs. We

therefore ask:

Question 3. Does there exist a d-regular conduction-isomorphic graph

for some integer d > 3?

Figure 7. A 6-regular graph on 24 vertices whose conduction graph
contains 18 vertices of degree 6.
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8 Computational results

We used the program nauty [18] for generating all pairwise non-isomorphic

connected graphs up to 11 vertices and chemical graphs up to 22 vertices.

Using a supercomputer, a program to calculate the inverse of a matrix and

the program nauty for quickly verifying whether two graphs are isomor-

phic, we determined all pairwise non-isomorphic conduction-isomorphic

graphs within these two classes. We also made these graphs available at

the House of Graphs [4] where they can be obtained by searching for the

term “conduction-isomorphic”. In view of Theorem 8, we also determined

which of them are non-bipartite graphs. In total, these computations took

around 6 CPU-months. In Tables 2 and 3, we summarize the counts of

the graphs that we considered§.

n # connected
# connected

conduction-isomorphic

# connected
conduction-isomorphic

non-bipartite

1 1 0 0
2 1 1 0
3 2 0 0
4 6 1 0
5 21 0 0
6 112 4 2
7 853 0 0
8 11 117 33 24
9 261 080 0 0
10 11 716 571 358 332
11 1 006 700 565 0 0

Table 2. An overview of the number of pairwise non-isomorphic con-
nected graphs, connected conduction-isomorphic graphs and
connected conduction-isomorphic non-bipartite graphs on n
vertices.

§We remark that rounding errors are possible when computing the inverse of a matrix
in real arithmetic and therefore the correctness of the counts is also subject to these
rounding errors. However, since all considered graphs are small, we believe that the
rounding errors are never large, and that therefore the counts are correct. To check
this intuition, we considered numbers whose absolute value is at most ϵ to be equal to
0; for each graph, we performed three independent runs using ϵ = 10−7, ϵ = 10−9 and
ϵ = 10−11; each run gave the same result in terms of graph counts. Difficult cases could
be triaged and flagged for re-investigation with higher precision, but so far this has not
proved necessary.



407

n # chemical
# chemical

conduction-isomorphic

# chemical

conduction-isomorphic

non-bipartite

1 1 0 0

2 1 1 0

3 2 0 0

4 6 1 0

5 10 0 0

6 29 3 1

7 64 0 0

8 194 5 0

9 531 0 0

10 1733 3 1

11 5524 0 0

12 19 430 4 0

13 69 322 0 0

14 262 044 2 1

15 1 016 740 0 0

16 4 101 318 4 0

17 16 996 157 0 0

18 72 556 640 2 1

19 317 558 689 0 0

20 1 424 644 848 4 0

21 6 536 588 420 0 0

22 30 647 561 117 2 1

Table 3. An overview of the number of pairwise non-isomorphic chemi-
cal graphs, chemical conduction-isomorphic graphs and chem-
ical conduction-isomorphic non-bipartite graphs on n vertices.

These counts suggest that only a small fraction of all connected graphs

on a fixed number of vertices n are conduction-isomorphic and that an even

smaller fraction of such graphs are also chemical graphs. By inspecting

these graphs more carefully, we also discovered another infinite family

of chemical conduction-isomorphic graphs. This new family of graphs is
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more cumbersome to describe than the families we considered before and

we refer the interested reader to the Appendix for their description and a

proof that they are indeed conduction-isomorphic. Interestingly, there are

only 3 chemical graphs on at most 22 vertices which do not belong to any

of the infinite families of graphs that are described in the current paper

(shown in Fig. 8).

Figure 8. Three chemical conduction-isomorphic graphs.

Moreover, a clear pattern in the counts seems to emerge starting from

n = 11 vertices (there are 0, 4, 0, and 2 chemical conduction-isomorphic

graphs on, respectively, 4k − 1, 4k, 4k + 1 and 4k + 2 vertices for k ≥
3). These results seem to suggest that perhaps the infinite families de-

scribed in the current paper cover (nearly) all cases of chemical conduction-

isomorphic graphs. Based on this, we ask the following question:

Question 4. Are there only a finite number of chemical conduction-

isomorphic graphs which do not belong to one of the infinite families de-

scribed in Theorems 4, 6 and 10?

9 Conclusion

The conduction graph, GC, has been defined here as a compact way of

summarising at a glance the Fermi-level conduction behaviour of all pos-

sible devices derived by connection of a simple graph G to two leads.

The graph GC for given G is derived from the conduction matrix for

all devices (here calculated within the SSP model [7,14]) by a ‘booleanisa-
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tion’ process. Edges and loops in GC denote conducting distinct and ipso

devices, respectively.

Properties of GC are shown to link to previous work by the Sheffield

group and collaborators within the SSP model in which selection rules

and classification schemes for conduction classes [8, 10, 12] were derived.

In particular, the case where GC is isomorphic to the simple graph G is

completely described here: G is non-singular (Corollary 4), and is an ipso

omni-insulator (Observation 2).

Constructions of infinite families of conduction-isomorphic graphs,

some of which are chemical, have been found.

Investigation of conduction graphs derived from singular graphs gives

a characterisation of the well studied class of nut graphs as those graphs

of nullity one for which GC is connected.

Generalisations to graphs of higher nullity, and in particular to the core

graphs with nullity greater than one, could be interesting, and questions

are scattered throughout the text in the hope of stimulating further work.
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Appendix

Another family of chemical
conduction-isomorphic graphs

Theorem 10. For all integers k ≥ 3, there exists a chemical conduction-
isomorphic graph with minimum degree one on 4k − 4 vertices, different
from the graphs described in Theorem 4.

Proof. We shall use again the matrix f(n, a) as introduced in Theorem 6,
i.e. f(n, a) is an n by n matrix in which every entry is equal to 0, except
one entry per row which is equal to 1: f(n, a)i,i+a = 1 if i is even and
f(n, a)i,i−a = 1 if i is odd. For positive integers n1 and n2 and non-
negative integers a and b, we use En1,n2

a,b to denote an n1 by n2 matrix in
which every entry is equal to 0, except for the entry on row a and column
b, which is equal to 1. Let k ≥ 3 be an integer and let G be a graph on
4k − 4 vertices having the following adjacency matrix:

f(2k, 1) + f(2k,−1)

−E2k,2k
0,2k−1 A

−E2k,2k
2k−1,0

AT f(2k − 4, 1)

 .

Here, the matrix A is a matrix with 2k rows and 2k− 4 columns in which
the first three rows and the last row are filled with zeroes and the other
2k − 4 rows from top to bottom are given by the identity matrix I2k−4.
By blockwise matrix multiplication, we can verify that the inverse matrix
is given by:

f(2k, 1)

−E2k,2k
0,3 E2k,2k−4

0,1 −B − C

−E2k,2k
3,0

f(2k − 4, 1) + f(2k − 4, 3)

(E2k,2k−4
0,1 −B − C)T −E2k−4,2k−4

1,2k−5

−E2k−4,2k−4
2k−5,1


.

Here, B is a matrix consisting of 2k rows and 2k − 4 columns filled with
zeroes except B2,1 = B4,3 = ... = B2k−4,2k−5 = 1. Likewise, C is a
matrix consisting of 2k rows and 2k − 4 columns filled with zeroes except
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C5,0 = C7,2 = ... = C2k−1,2k−6 = 1. Because of Theorem 2, booleanising
the above inverse matrix yields the adjacency matrix of the conduction
graph GC of G. We give an example of the graphs obtained by choosing
k = 4 in Fig. 9.

Figure 9. The graph G (left) and its conduction graph GC (right) ob-
tained by choosing k = 4 in Theorem 10.

Finally, we give the isomorphism h : V (G) → V (GC) between G and
GC that is necessary to be able to conclude that G is indeed conduction-
isomorphic:

h(u) =


2k − 2 + u for u ∈ {0, 1},
2k − 2− u for u ∈ {2k − 2, 2k − 1},
4k − 4− u for u /∈ {0, 2k − 2} and u even,

4k − 2− u for u /∈ {1, 2k − 1} and u odd.
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