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Abstract

This paper reports the pattern formation of a general Degn-
Harrison system. We first determine the types and stability of the
unique positive equilibrium for the spatially homogeneous system.
The equilibrium may be node, focus, or center. Supercritical or sub-
critical Hopf bifurcation may occur if it is a center. In the sequel, we
propose the conditions for the occurrence of Turing instability for
the spatially inhomogeneous system. We can theoretically explain
that Turing instability exists as the equilibrium transitions from
homogeneous stable to inhomogeneous unstable states. Finally, we
perform computational experiments to investigate the complex pat-
tern formation of this chemical model. An interesting finding is that
if one of the reactants has a high diffusion rate, the pattern forma-
tion will be inhibited. Conversely, a low diffusion rate may promote
pattern formation.

1 Introduction

The reaction-diffusion equation is often used to qualitatively study various

complex spatial and temporal dynamic phenomena, such as the evolution

∗Corresponding author.

https://doi.org/10.46793/match.93-2.267C


268

of biological populations, the spread of epidemic diseases, the control of

chemical reactions, and so forth. One of the broadly investigated sys-

tems is the chemical model, which is governed by a couple of differential

equations. It describes the mutual reactions among two or more reactants

under certain conditions. Typical chemical reaction-diffusion systems in-

clude the Brusselator system [1,2], the Gierer-Meinhardt system [3,4], the

Sel’kov-Schnakenberg system [5, 6], the Degn-Harrison system [7, 8], and

other related chemical systems [9], etc.

The classic Degn-Harrison chemical system follows the reaction steps:

A −→ Y, B ⇐⇒ X, X + Y −→ P, (1)

where X and Y are the concentrations of oxygen and nutrients, respec-

tively. They are the intermediate reactants; A and B represent “sources,”

and their concentrations are set to be at a constant level. Moreover, they

can be controlled in the reaction process; P is the final product of this reac-

tion. The assumption is clear that the first and last steps are irreversible,

while the second step is reversible [7]. Please refer to the original litera-

ture [8] for more details on this chemical reaction process. If the last step

of the reaction process (1) follows the nonlinear rate equation of the form

XY/(1 + q̃X2), where q̃ is a constant, and it measures the strength of the

inhibitory law, then one obtains the following reaction-diffusion equation

based on this reaction process (1):{
∂X
∂T = D1∆X + a2B − a3X − a4XY

1+q̃X2 ,
∂Y
∂T = D2∆Y + a1A− a4XY

1+q̃X2 ,
(2)

where the constants D1 and D2 are diffusion rates of the reactants X and

Y , respectively; positive constants a1, a2, a3 and a4 describe the reaction

rate of the reactants; ∆ is the classical Laplacian operator; T is time
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variable. Now, consider the following dimensionless transformations [10]:

t = a3T, u =
a4
a3

X, v =
a4
a3

Y, a =
a2a4
a23

B,

b =
a1a4
a23

A, s =
a23
a24

q̃, d1 =
D1

a3
, d1 =

D2

a3
.

Then, the Degn-Harrison reaction system could be governed by:{
∂u
∂t = d1∆u+ a− u− uv

1+su2 ,
∂v
∂t = d2∆v + b− uv

1+su2 .
(3)

The Degn-Harrison reaction system (3) has attracted scholars for study-

ing its various dynamic behaviors. Li et al. [7] reported the analytical

properties of the nonconstant steady state and Turing patterns of the

Degn-Harrison reaction system (3). Peng et al. [10] given the stability

of the constant steady state, the nonexistence/existence of nonconstant

steady state, the Hopf, and steady state bifurcations. Abbad et al. [11]

investigated the local and global asymptotic stabilities of the system. By

contracting the rectangles domain and the Lyapunov technique, Lisena [12]

established sufficient conditions to ensure the global asymptotic stability of

the positive equilibrium. Yan et al. [13] analyzed the existence of the Tur-

ing instability, Hopf bifurcation, and the direction of the Hopf bifurcation

for the spatially inhomogeneous systems.

It is noticed that the reaction-diffusion Degn-Harrison system (3) is

modeled by considering the nonlinear rate equation of the form XY/(1 +

q̃X2) in the last step of the reaction process (1). As a consequence, if

taking the nonlinear rate equation XpY/(1 + q̃Xq) (see also [14] for more

general form) in the last step of the reaction process (1), one obtains the

following reaction-diffusion equation with Degn-Harrison reaction scheme

by involving the homogeneous zero-flux boundary conditions:
∂u
∂t = d1∆u+ a− u− Kupv

1+suq , x ∈ Ω, t > 0,
∂v
∂t = d2∆v + b− Kupv

1+suq , x ∈ Ω, t > 0,
∂u
∂ν = ∂v

∂ν = 0, x ∈ ∂Ω, t ≥ 0,

u(x, 0) = u0(x) ≥ 0, v(x, 0) = v0(x) ≥ 0, x ∈ Ω,

(4)
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where we suppose that Ω ⊂ RN is a bounded domain with N ≥ 1;
∂u
∂ν = ∂v

∂ν = 0 is the zero-flux boundary condition and it suggests that

the chemical model (4) is a closed system; ν is the outward unit normal

vector along the smooth boundary ∂Ω; u0(x) ≥ 0 and v0(x) ≥ 0 are the

initial concentrations of two reactants u and v, respectively; K, p, and q

are positive constants. Obviously, if one chooses K = 1, p = 1, and q = 2,

then chemical system (4) degenerates into system (3). Therefore, chemical

system (4) is a general Degn-Harrison chemical reaction system.

As it is well known, pattern formation is a vital aspect of figuring out

the complex spatiotemporal dynamic behaviors of the reaction-diffusion

systems. It may be induced by the Turing instability due to the diffu-

sion effect, for example, the self-diffusion and cross-diffusion. Nowadays,

there are many existing literature that have reported the pattern forma-

tion for various reaction-diffusion systems, such as the population sys-

tems [15–19], the chemical systems [2,4,20–22], the epidemic propagation

systems [23–25], and so on. However, we noticed that few scholars have

studied the spatial pattern formation phenomenon of the aforementioned

general Degn-Harrison chemical reaction system (4). In this paper, we

are interested in studying the pattern dynamics of the system (4). When

0 < b < a, the system admits a unique positive equilibrium E∗ = (u∗, v∗).

Furthermore, we can show that it is a node or focus or center as the positive

constant p, q satisfy p ≥ q or
squq

∗
suq

∗+1
− u∗

b ≤ p < q or 0 < p <
squq

∗
suq

∗+1
− u∗

b

and q >
suq

∗+1

bsuq−1
∗

. If equilibrium E∗ is the center, there is the homoge-

neous Hopf bifurcation when treating K as the bifurcation parameter. We

also theoretically explain that system (4) undergoes the Turing instability

when restricting 0 < p <
squq

∗
suq

∗+1
− u∗

b and q >
suq

∗+1

bsuq−1
∗

. In this fashion,

the complex pattern dynamics can be displayed by using numerical sim-

ulations. Precisely, the general Degn-Harrison system (4) enjoys patterns

in one-dimensional space, two-dimensional space, on a torus surface, and

on a spherical surface. These results sufficiently illustrate that the general

Degn-Harrison system (4) has wealth and complex dynamic profiles.

This paper is structured as follows. In Sec. 2, we investigate the local

linear stability of the unique positive equilibrium of the local spatially

homogenous system. In Sec. 3, we establish the conditions to ensure
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the existence for the Turing instability in the spatial diffusive system.

In Sec. 4, the spatial pattern formation is displayed by using numerical

experiments. Finally, this paper ends with brief summary made in Sec. 5.

2 Stability for the local system

Now, let us explore the Hopf bifurcation of the spatially homogeneous

system. Consider the following local system:{
du
dt = a− u− Kupv

1+suq ,
dv
dt = b− Kupv

1+suq .
(5)

Define f(u, v) := a − u − Kupv
1+suq and g(u, v) := b − Kupv

1+suq . By direct

calculation, the local system (5) possesses a unique positive equilibrium

E∗ = (u∗, v∗) =
(
a− b, b[1+s(a−b)q ]

K(a−b)p

)
with 0 < b < a if letting f(u, v) =

g(u, v) = 0. As a consequence, the Jacobian matrix, denoted by J0, at the

unique positive equilibrium E∗ = (u∗, v∗) takes the form

J0 =

(
−1− b[s(p−q)uq

∗+p]
u∗(su

q
∗+1)

− Kup
∗

1+suq
∗

− b[s(p−q)uq
∗+p]

u∗(su
q
∗+1)

− Kup
∗

1+suq
∗

)
.

Therefore, we obtain the characteristic equation at E∗ = (u∗, v∗) as follows

λ2 − T0(K)λ+D0(K) = 0, (6)

where T0(K) = − b[s(p−q)uq
∗+p]

u∗(su
q
∗+1)

− Kup
∗

1+suq
∗
− 1 and D0(K) =

Kup
∗

1+suq
∗
> 0. By

solving the eigenvalue λ from (6), one gets

λ =
T0(K)±

√
T 2
0 (K)− 4D0(K)

2
.

In order to facilitate theoretical analysis, we set K̃ =
b[s(p−q)uq

∗+p]
u∗(su

q
∗+1)

+1 and

K̂ =
up
∗

1+suq
∗
. These indicate that T0(K) = −K̂K−K̃ and D0(K) = K̂K >

0. Obviously, K̂ > 0 while the sign of K̃ could be given by the following.

Proposition 1. Suppose that 0 < b < a is valid.

(i) If p ≥ q, then K̃ > 1;
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(ii) If
squq

∗
suq

∗+1
≤ p < q, then K̃ ≥ 1;

(iii) If
squq

∗
suq

∗+1
− u∗

b ≤ p <
squq

∗
suq

∗+1
, then 0 < K̃ < 1;

(iv) If 0 < p <
squq

∗
suq

∗+1
− u∗

b and q >
suq

∗+1

bsuq−1
∗

, then K̃ < 0.

Proof. It is noticed that K̃ =
b[s(p−q)uq

∗+p]
u∗(su

q
∗+1)

+ 1, if p ≥ q, we have K̃ =
b[s(p−q)uq

∗+p]
u∗(su

q
∗+1)

+ 1 ≥ bp
u∗(su

q
∗+1)

+ 1 ≥ 1. (i) is valid. If
squq

∗
suq

∗+1
≤ p < q, then

K̃ =
b[s(p−q)uq

∗+p]
u∗(su

q
∗+1)

+1 ≥ 1. (ii) is true. For (iii), if
squq

∗
suq

∗+1
− u∗

b ≤ p <
squq

∗
suq

∗+1
,

one immediately obtains
b[s(p−q)uq

∗+p]
u∗(su

q
∗+1)

< 0 while
b[s(p−q)uq

∗+p]
u∗(su

q
∗+1)

+ 1 > 0.

These give that 0 < K̃ < 1. Finally, (iv) is a direct consequence by using

the condition 0 < p <
squq

∗
suq

∗+1
− u∗

b and q >
suq

∗+1

bsuq−1
∗

. This ends the proof.

In what follows, letting H(K) := T 2
0 (K)− 4D0(K). This is

H(K) = K̂2K2 + 2K̂(K̃ − 2)K + K̃2.

Benefiting from Proposition 1, we insert the following result.

Proposition 2. Suppose that 0 < b < a is valid.

(i) If p ≥ q or
squq

∗
suq

∗+1
< p < q, then H(K) = 0 has no real roots;

(ii) If
squq

∗
suq

∗+1
= p < q, then H(K) = 0 has a unique positive real solution

K1 = 1

K̂
;

(iii) If 0 < p <
squq

∗
suq

∗+1
, then H(K) = 0 has two different positive

solutions

K2 =
2− K̃ − 2

√
1− K̃

K̂
, K3 =

2− K̃ + 2
√
1− K̃

K̂
.

Proof. To discuss the root’s existence of H(K) = 0, let us first perform

the root’s existence discriminant, denote by ∆H(K) of H(K) = 0, where

∆H(K) = 16K̂2(1 − K̃). Now, if p ≥ q or
squq

∗
suq

∗+1
< p < q is satisfied, then

using Proposition 1, we can infer that K̃ > 1 always holds. We immediately

have ∆H(K) = 16K̂2(1− K̃) < 0, so (i) holds. When
squq

∗
suq

∗+1
= p < q in (ii)

is true, we can yield K̃ = 1. This is ∆H(K) = 16K̂2(1− K̃) = 0. As such,

H(K) = 0 has a unique positive real solution K1 = 1

K̂
. Now, if 0 < p <

squq
∗

suq
∗+1

, then we know that there must holds 0 < K̃ < 1 or K̃ ≤ 0, see (iii)

and (iv) in Proposition 1. Therefore, one yields ∆H(K) = 16K̂2(1−K̃) > 0

and K̃ − 2 < 0. Hence, (iii) is valid. This ends the proof.
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Proposition 3. Suppose that 0 < b < a is valid.

(i) If p ≥ q or
squq

∗
suq

∗+1
≤ p < q, then H(K) ≥ 0;

(ii) If 0 < p <
squq

∗
suq

∗+1
, then H(K) ≥ 0 when 0 < K ≤ K2 or K ≥ K3;

moreover, H(K) < 0 when K2 < K < K3.

Proof. (i) and (ii) can be directly obtained by using Proposition 2.

Now, we establish the following stability result about E∗.

Theorem 1. Suppose that 0 < b < a is valid.

(i) If p ≥ q or
squq

∗
suq

∗+1
− u∗

b ≤ p < q, then E∗ is a stable node;

(ii) If 0 < p <
squq

∗
suq

∗+1
− u∗

b and K ≥ K3, then E∗ is a stable node; also,

if 0 < K ≤ K2, then E∗ is a unstable node;

(iii) If 0 < p <
squq

∗
suq

∗+1
− u∗

b and − K̃

K̂
< K < K3, then E∗ is a stable

focus; if K2 < K < − K̃

K̂
, then E∗ is a unstable focus;

(iv) If 0 < p <
squq

∗
suq

∗+1
− u∗

b , q >
suq

∗+1

bsuq−1
∗

, and K = − K̃

K̂
, then E∗ is a

center.

Proof. Owing to T0(K) = −K̂K− K̃ and D0(K) = K̂K > 0. Thereby,

the stability of the equilibrium E∗ is uniquely determined by the sign of

T0(K). If p ≥ q or
squq

∗
suq

∗+1
− u∗

b ≤ p < q is satisfied in (i), then by using

(i)-(iii) of Proposition 1, we can deduce that K̃ ≥ 0 holds. Accordingly,

we have T0(K) = −K̂K − K̃ < 0. So E∗ is a stable node.

For (ii), the condition 0 < p <
squq

∗
suq

∗+1
− u∗

b means that K̃ < 0 due to (iv)

of Proposition 1. Also, if K ≥ K3 is valid, one has H(K) ≥ 0 by using (ii)

of Proposition 3 and T0(K) = −K̂K−K̃ ≤ −K̂K3−K̃ = −2−2
√
1− K̃ <

0. As a consequence, E∗ is a stable node. Now, if 0 < K ≤ K2, then

T0(K) = −K̂K − K̃ ≥ −K̂K2 − K̃ = −2 + 2
√
1− K̃ > 0. For this case,

E∗ is an unstable node.

For (iii), if 0 < p <
squq

∗
suq

∗+1
− u∗

b , then we have K̃ < 0 by using Propo-

sition 1. In addition, if − K̃

K̂
< K < K3, one has T0(K) = −K̂K − K̃ <

K̃ − K̃ = 0 and K2 < − K̃

K̂
< K < K3. This implies that H(K) < 0 by

using (ii) of Proposition 3. To sum up, it can be seen that E∗ is a stable

focus. Similarly, we can show that E∗ is an unstable focus.

Finally, if 0 < p <
squq

∗
suq

∗+1
− u∗

b and K = − K̃

K̂
, one can get K̃ < 0 by

using Proposition 1 and H(K) < 0 by using (ii) of Proposition 3 since



274

0 < p <
squq

∗
suq

∗+1
− u∗

b <
squq

∗
suq

∗+1
and K2 < − K̃

K̂
< K < K3. This implies that

E∗ is a center. We finish the proof.

Example 1. Let us perform some numerical experiments to show the

validity of Theorem 1.

(I) Taking a = 1.5, b = 0.5, p = 2, q = 1,K = 0.65, s = 0.45, then we

can obtain E∗ = (1, 1.1154). Obviously, we have p > q and equilibrium

E∗ = (1, 1.1154) is a stable node, as shown in Fig. 1(a).

(II) We shall choose a = 1.45, b = 0.5, p = 2, q = 3,K = 0.65, s = 0.45,

then one has E∗ = (0.95, 1.1812) and −1.0648 =
squq

∗
suq

∗+1
− u∗

b < p < q. It is

found that E∗ = (0.95, 1.1812) is a stable node, see Fig. 1(b).

(III) Let us take a = 1.75, b = 0.5, p = 1, q = 6,K = 10.65, s = 0.45,

then one has E∗ = (1.25, 0.102),
squq

∗
suq

∗+1
− u∗

b = 1.2914,K2 = 0.007, and

K3 = 9.1928. Accordingly, all conditions in (ii) are satisfied, then our

computational experiment shows that E∗ = (1.25, 0.102) is a stable node,

as shown in Fig. 1(c).

(IV) Now, we treat the specific parameter values: a = 1.75, b = 0.5, p =

1, q = 6,K = 2, s = 0.45, then one has E∗ = (1.25, 0.5433),
squq

∗
suq

∗+1
− u∗

b =

1.2914,− K̃

K̂
= 0.2533,K2 = 0.007, and K3 = 9.1928. In this manner, all

conditions in (iii) are satisfied. Thus, our numerical experiment shows that

E∗ = (1.25, 0.5433) is a stable focus, as seen in Fig. 1(d).

When 0 < p <
squq

∗
suq

∗+1
− u∗

b , q >
suq

∗+1

bsuq−1
∗

and K = − K̃

K̂
, (iv) of Theorem

1 shows that E∗ is a center. Thereby, a Hopf bifurcation may exist. The

following result can confirm this prediction.

Theorem 2. Suppose that 0 < b < a is valid. If 0 < p <
squq

∗
suq

∗+1
−

u∗
b , q >

suq
∗+1

bsuq−1
∗

, and K = − K̃

K̂
, then model (5) has the Hopf bifurcation.

Moreover, the direction of the Hopf bifurcation could be determined by the

first Lyapunov number L1, which will be presented later.

Proof. Obviously, K̃ < 0 because of 0 < p <
squq

∗
suq

∗+1
− u∗

b and q >
suq

∗+1

bsuq−1
∗

. Therefore, we claim that K = − K̃

K̂
> 0. We immediately get

T0(K) = −K̂K − K̃ = 0 as K = − K̃

K̂
, and thereby, the characteristic

equation (6) possesses a pair of purely imaginary roots. One can also
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Figure 1. Plane phase diagrams of the system (5). (a): E∗ =
(1, 1.1154) is a stable node; (b): E∗ = (0.95, 1.1812) is a
stable node; (c): E∗ = (1.25, 0.102) is a stable node; (d):
E∗ = (1.25, 0.5433) is a stable focus.

calculate that

d

dK
Re{λ}

∣∣∣
K=− K̃

K̂

=
1

2

d

dK
T0(K)

∣∣∣
K=− K̃

K̂

= −K̂

2
< 0.

As a result, the Poincaré Andronov-Hopf bifurcation theory guarantees

that system (5) undergoes the Hopf bifurcation.

In the sequel, let ǔ = u − u∗, v̌ = v − v∗ and denote ǔ, v̌ by u, v,
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respectively. Then, system (5) takes the form:
du
dt = δ10u+ δ01v + δ20u

2 + δ11uv + δ02v
2 + δ30u

3 + δ21u
2v

+δ12uv
2 + δ03v

3 +O(|u, v|4),
dv
dt = η10u+ η01v + η20u

2 + η11uv + η02v
2 + η30u

3 + η21u
2v

+η12uv
2 + η03v

3 +O(|u, v|4),

(7)

where O(|u, v|4) are higher terms and

δ10 =− Kv∗u
p−1
∗ [s(p− q)uq

∗ + p]

(suq
∗ + 1)2

− 1, δ01 = − Kup
∗

1 + suq
∗
,

δ20 =−Kv∗u
p
∗

[
q2s2u2q−2

(suq
∗ + 1)3

− q(q − 1)suq−2
∗

2(suq
∗ + 1)2

]
− K(p− 1)pv∗u

p−2
∗

2(suq
∗ + 1)

+
Kpqsv∗u

p+q−2
∗

(suq
∗ + 1)2

,

δ11 =− Kup−1
∗ (psuq

∗ + p− qsuq
∗)

(suq
∗ + 1)2

, δ02 = δ12 = δ03 = 0,

δ30 =−Kpv∗u
p−1

[
q2s2u2q−2

∗

(suq
∗ + 1)3

− q(q − 1)suq−2
∗

2(suq
∗ + 1)2

]

−Kvup
∗

[
− q3s3u3q−3

∗

(suq
∗ + 1)4

+
q2(q − 1)s2u2q−3

∗

(suq
∗ + 1)3

− (q − 2)(q − 1)qsuq−3
∗

6(suq
∗ + 1)2

]

− K(p− 2)(p− 1)pv∗u
p−3
∗

6(suq
∗ + 1)

+
K(p− 1)pqsvup+q−3

2(suq
∗ + 1)2

,

δ21 =− Kq2s2up+2q−2
∗

2(suq
∗ + 1)3

+
Kqs(q − 1 + 2p)up+q−2

∗

2(suq
∗ + 1)2

+
Kp(1− p)up−2

∗

2(suq
∗ + 1)

,

η10 =− Kv∗u
p−1
∗ [s(p− q)uq

∗ + p]

(suq
∗ + 1)2

, η01 = − Kup
∗

1 + suq
∗
,

η20 =−Kv∗u
p
∗

[
q2s2u2q−2

∗

(suq
∗ + 1)3

− q(q − 1)suq−2
∗

2(suq
∗ + 1)2

]
− K(p− 1)pv∗u

p−2
∗

2(suq
∗ + 1)

+
Kpqsv∗u

p+q−2
∗

(suq
∗ + 1)2

,

η11 =− Kup−1
∗ (psuq

∗ + p− qsuq
∗)

(suq
∗ + 1)2

, η02 = η12 = η03 = 0,
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η30 =−Kpv∗u
p−1
∗

[
q2s2u2q−2

∗

(suq
∗ + 1)3

− q(q − 1)suq−2
∗

2(suq
∗ + 1)2

]
−Kv∗u

p
∗

[
− q3s3u3q−3

(suq
∗ + 1)4

+
q2(q − 1)s2u2q−3

∗

(suq
∗ + 1)3

− (q − 2)(q − 1)qsuq−3
∗

6(suq
∗ + 1)2

]
− K(p− 2)(p− 1)pv∗u

p−3
∗

6(suq
∗ + 1)

+
K(p− 1)pqsvup+q−3

2(suq
∗ + 1)2

,

η21 =− Kq2s2up+2q−2
∗

2(suq
∗ + 1)3

+
Kqs(q − 1 + 2p)up+q−2

∗

2(suq
∗ + 1)2

+
Kp(1− p)up−2

∗

2(suq
∗ + 1)

.

Consequently, the first Lyapunov number can be expressed as follows:

L1 =
−3π

2δ01D0(K)3/2
{[δ10η10(δ211 + δ11η02 + δ02η11)

+ δ10δ01(η
2
11 + δ20η11 + δ11η02) + η210(δ11δ02 + 2δ02η02)

− 2δ10η10(η
2
02 − δ20δ02)− 2δ10δ01(δ

2
20 − η20η02)

− δ201(2η20δ20 + η11η20) + (δ01η10 − 2δ210)(η11η02 − δ11δ20)]

− (δ210 + δ01η10)[3(η10η03 − δ01δ30) + 2δ10(δ21 + η12)

+ (η10δ12 − δ01η21)]}

=
−3π

2δ01D0(K)3/2
{[δ10η10δ211 + δ10δ01(η

2
11 + δ20η11)− 2δ10δ01δ

2
20

− δ201(2η20δ20 + η11η20)− (δ01η10 − 2δ210)δ11δ20]

− (δ210 + δ01η10)(−3δ01δ30 + 2δ10δ21 − δ01η21)}.

Based on [26], we know that the Hopf bifurcation is supercritical when

L1 < 0 and it is subcritical when L1 > 0. The proof is completed.

Example 2.

(I) Fixing the parameters a = 1.75, b1 = 0.5, p = 3, q = 8, s = 0.45,

then we can derive
squq

∗
suq

∗+1
− u∗

b = 3.3274 and − K̃

K̂
= 0.2469. Therefore,

if one chooses K = 0.2469, then the conditions 0 < p <
squq

∗
suq

∗+1
− u∗

b

and K = − K̃

K̂
in Theorem 2 are satisfied. In this fashion, we can obtain

E∗ = (1.25, 3.8179) and the following facts

δ10 = 0.1310, δ01 = −0.1310, δ20 = 0.2943, δ11 = 0.2962,

δ30 = −5.9479, δ21 = 1.5002, η10 = 1.1310, η01 = −0.1310,

η20 = 0.2943, η11 = 0.2962, η30 = −5.9479, η21 = 1.5002.
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Hence, we can compute the first Lyapunov number L1 = −155.2266 < 0.

By employing Theorem 2, we know that the spatially homogeneous system

(5) undergoes the supercritical Hopf bifurcation. This prediction is also

confirmed by our computational experiment, see Fig. 2 (a). It is found that

there are stable periodic solutions due to the supercritical Hopf bifurcation.

(II) Choosing a = 1.5, b1 = 0.5, p = 1, q = 9, s = 0.75, then we have
squq

∗
suq

∗+1
− u∗

b = 1.8571 and − K̃

K̂
= 0.75. Now, one takes K = 0.75, then

the assumptions in Theorem 2 are satisfied. In addition, we can obtain

E∗ = (1, 1.1667) and

δ10 = 0.4286, δ01 = −0.4286, δ20 = 2.2041, δ11 = 1.2245,

δ30 = −12.5423, δ21 = 5.0773, η10 = 1.4286, η01 = −0.4286,

η20 = 2.2041, η11 = 1.2245, η30 = −12.5423, η21 = 5.0773.

As a consequence, we can compute the first Lyapunov number L1 =

−71.2649 < 0. By employing Theorem 2, we know that the spatially

homogeneous system (5) undergoes the supercritical Hopf bifurcation and

there are stable periodic solutions, see Fig. 2 (b).

3 Turing instability for the diffusive system

To obtain the emergence condition of the Turing instability of the diffusive

system, let us first consider the linearization system of (4) at the unique

positive equilibrium E∗. This is
∂u
∂t ≈ d1∆u− K̃u−KK̂v, x ∈ Ω, t > 0,
∂v
∂t ≈ d2∆v + (1− K̃)u−KK̂v, x ∈ Ω, t > 0,
∂u
∂ν = ∂v

∂ν = 0, x ∈ ∂Ω, t ≥ 0,

u(x, 0) = u0(x) ≥ 0, v(x, 0) = v0(x) ≥ 0, x ∈ Ω,

(8)
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(a) a = 1.75, b1 = 0.5, p = 3, q = 8, s = 0.45,K = 0.2469

(b) a = 1.5, b1 = 0.5, p = 1, q = 9, s = 0.75,K = 0.75

Figure 2. Spatially homogeneous system (5) undergoes the supercriti-
cal Hopf bifurcation and there are stable periodic solutions.

where K̃ =
b[s(p−q)uq

∗+p]
u∗(su

q
∗+1)

+ 1 and K̂ =
up
∗

1+suq
∗
. As such, system (8) can be

expressed as follows:(
∂u
∂t
∂v
∂t

)
= L

(
u

v

)
= D

(
u

v

)
+ J0

(
u

v

)
, (9)

where

D =

(
d1∆ 0

0 d2∆

)
, J0 =

(
−K̃ −KK̂

1− K̃ −KK̂

)
.
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For system (9), let us consider the following eigenvalue problem

L

(
Ω1

Ω2

)
= λk

(
Ω1

Ω2

)
, k ∈ N0 = {0, 1, 2, · · · }

with (
Ω1

Ω2

)
=

∞∑
k=0

(
αk

βk

)
eλkt cos(kx),

where we assume that αk, βk are constants. As a result, one has

∞∑
k=0

(Jk − λkI)

(
αk

βk

)
eλkt cos(kx) = 0,

where

Jk =

(
−K̃ − d1k

2 −KK̂

1− K̃ −KK̂ − d2k
2

)
.

Hence, we can obtain the characteristic equation for the diffusive system

as follows:

λ2
k − Tk(K)λk +Dk(K) = 0, (10)

where {
Tk(K) = −(d1 + d2)k

2 −KK̂ − K̃,

Dk(K) = d1d2k
4 + (d2K̃ + d1KK̂)k2 +KK̂.

To ensure the existence of the Turing instability for the diffusive model

(4), the first step is to guarantee the local asymptotic stability of the

positive equilibrium E∗ for the spatially homogeneous system (5), while it

loses its local asymptotic stability for the spatially inhomogeneous system

(4). In the following, we always assume that 0 < p <
squq

∗
suq

∗+1
− u∗

b , q >
suq

∗+1

bsuq−1
∗

, and K > − K̃

K̂
are true to ensure the positive equilibrium E∗ is

locally asymptotically stable for the spatially homogeneous system (5).

Keeping these conditions in mind, we state the following theorem:
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Theorem 3. Suppose that 0 < b < a, 0 < p <
squq

∗
suq

∗+1
− u∗

b , and q >
suq

∗+1

bsuq−1
∗

are valid. For the general Degn-Harrison system (4),

(i) if d2 ≥ d1 and K ≥ −d2K̃

d1K̂
, then E∗ is stable;

(ii) if d2 < d1 and K ≥ − K̃

K̂
, then E∗ is stable;

(iii) if max
{
K∗

1 ,− K̃

K̂

}
< K < −d2K̃

d1K̂
, then E∗ is stable;

(iv) if − K̃

K̂
< K < K∗

1 , then E∗ is unstable and system (4) suffers from

the Turing instability, where

K∗
1 =

d2
d1

K2 > 0, K∗
2 =

d2
d1

K3 > 0,

with

K2 =
2− K̃ − 2

√
1− K̃

K̂
, K3 =

2− K̃ + 2
√
1− K̃

K̂
.

Proof. Since we require that K > − K̃

K̂
, one observe that Tk(K) =

−(d1+d2)k
2−KK̂−K̃ < 0 always holds for any k ∈ N0. This means that

we should only focus on the sign of Dk(K) to analyze the stability of the

equilibrium E∗. Obviously, if K ≥ −d2K̃

d1K̂
is valid, then we can ensure that

Dk(K) = d1d2k
4 + (d2K̃ + d1KK̂)k2 + KK̂ ≥ d1d2k

4 + KK̂ > 0. This

implies that the equilibrium E∗ is locally asymptotically stable. Therefore,

the parameter K should satisfy K > max
{
− K̃

K̂
,−d2K̃

d1K̂

}
. This indicates

that conditions (i) and (ii) are true.

In the sequel, let us assume that d2K̃ + d1KK̂ < 0, namely, one re-

quires that K < −d2K̃

d1K̂
. Treating K as the potential critical parame-

ter of the Turing instability and considering the critical instability case,

mink∈N0\{0} Dk(K) = 0. Then we can compute that mink∈N0\{0} Dk(K) :=

−ϕ(K) = 0, where

ϕ(K) = d21K̂
2K2 + 2d1d2K̂(K̃ − 2)K + d22K̃

2.

It is noticed that K̃ < 0 as 0 < p <
squq

∗
suq

∗+1
− u∗

b (see (iv) of Proposition 1).

Therefore, ϕ(K) = 0 must have two different positive real roots, denoted
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by K∗
1 ,K

∗
2 , where

K∗
1 =

d2
d1

K2 > 0, K∗
2 =

d2
d1

K3 > 0,

with

K2 =
2− K̃ − 2

√
1− K̃

K̂
, K3 =

2− K̃ + 2
√

1− K̃

K̂
.

Accordingly, it is easy to see that ϕ(K) < 0 when K∗
1 < K < K∗

2 and

ϕ(K) > 0 when K > K∗
2 or 0 < K < K∗

1 . Recalling the fact that

mink∈N0{0} Dk(K) := −ϕ(K), then if K∗
1 < K < K∗

2 is satisfied, one

has Dk(K) > 0 for any k ∈ N0\{0}; moreover, if K > K∗
2 or 0 < K <

K∗
1 , then we have Dk(K) < 0 for some k ∈ N0\{0}. Because we have

required K < −d2K̃

d1K̂
and K > − K̃

K̂
, we can infer that equilibrium E∗ for

the general Degn-Harrison system (4) is locally asymptotically stable as

max
{
K∗

1 ,− K̃

K̂

}
< K < min

{
K∗

2 ,−d2K̃

d1K̂

}
. However, it is not difficult to

find that K∗
2 > −d2K̃

d1K̂
. Accordingly, the positive equilibrium E∗ is locally

asymptotically stable as max
{
K∗

1 ,− K̃

K̂

}
< K < −d2K̃

d1K̂
. Therefore, we

have confirmed the validity of condition (iii).

Finally, if there are some k ∈ N0\{0} such that Dk(K) < 0 for K > K∗
2

or 0 < K < K∗
1 , then the positive equilibrium E∗ may lose its stability.

Now, if K > K∗
2 and we note the restriction condition − K̃

K̂
< K < −d2K̃

d1K̂
,

we have max
{
K∗

2 ,− K̃

K̂

}
< K < −d2K̃

d1K̂
. However, this is impossible since

K∗
2 > −d2K̃

d1K̂
regardless of whether d1 > d2 or d1 ≤ d2. Now, if 0 < K <

K∗
1 , combined with the restriction condition − K̃

K̂
< K < −d2K̃

d1K̂
, we obtain

− K̃

K̂
< K < K∗

1 (where we employ the fact that K∗
1 < −d2K̃

d1K̂
). In this case,

the positive equilibrium E∗ becomes unstable and Turing instability will

emerge in the model (4). Hence, (iv) is correct. The proof is completed.

4 Pattern formation

In this section, we shall perform the pattern formation of the general

Degn-Harrison chemical system (4) at the Turing instability region K ∈
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− K̃

K̂
,K∗

1

)
, see (iv) of Theorem 3.

4.1 Pattern formation in one-dimensional domain

Firstly, let us perform the pattern formation of the general Degn-Harrison

chemical system (4) at the Turing instability region in a one-dimensional

space. To this end, taking the bounded domain Ω = (0, 25) and the pa-

rameters a = 1.5, b1 = 0.5, p = 1, q = 9, s = 0.75, d1 = 0.15, and d2 = 2.15.

Then, we can obtain E∗ = (1, 1.0671),− K̃

K̂
= 0.75 and K∗

1 = 0.956. This

implies that the Turing instability region is K ∈ (0.75, 0.956). In order to

find the spatial patterns of the general Degn-Harrison chemical system (4),

we take 0.82 = K ∈ (0.75, 0.956), and our numerical results suggest that

the general Degn-Harrison chemical system (4) admits the stripe patterns

in the bounded domain Ω = (0, 25), see Fig. 3.

(a) t = 500 (b) t = 500

Figure 3. The general Degn-Harrison chemical system (4) admits the
stripe patterns in Ω = (0, 25).

4.2 Pattern formation in two-dimensional domain

In two-dimensional space, we treat the bounded domain Ω as Ω =

(0, 50) × (0, 50). The parameters are set to a = 2.85, b1 = 0.65, p =

1, q = 6, s = 0.25, d1 = 0.15, and d2 = 1.85. Then, we can find E∗ =

(2.2, 1.5078),− K̃

K̂
= 5.5604 and K∗

1 = 5.9589. Consequently, the Tur-

ing instability region is K ∈ (5.5604, 5.9589). Now, we take 5.75 =
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K ∈ (5.5604, 5.9589), we observe that the general Degn-Harrison chem-

ical system (4) finally admits the spot patterns in the bounded domain

Ω = (0, 50)× (0, 50), see Fig. 4. Initially, irregular spatial patterns emerge

in the two-dimensional bounded domain Ω = (0, 50) × (0, 50), as shown

in the first two pictures (a) and (b) in Fig. 4. However, with the reac-

tion time t increases, spot patterns occupy the bounded region, as seen in

pictures (c) and (d) in Fig. 4.

(a) t = 200 (b) t = 400

(c) t = 600 (d) t = 800

Figure 4. The general Degn-Harrison chemical system (4) admits the
spot patterns in Ω = (0, 50)× (0, 50).

4.3 Pattern formation on the torus surface

Now, we shall perform a more complex pattern evolution of the general

Degn-Harrison chemical system (4) on the torus surface. Unlike the pat-

tern formation in a bounded domain, see Figs. 3 and 4, here we investigate
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the patterns of the general Degn-Harrison chemical system (4) on the torus

surface. Taking the parameter values a = 2.85, b1 = 0.65, p = 1, q = 6, s =

0.25,K = 5.75, d1 = 0.15, and d2 = 1.85. Benefiting from Fig. 4 we know

that the Turing instability region is K ∈ (5.5604, 5.9589). Our numerical

simulation results are exhibited in Fig. 5. Initially, the general Degn-

Harrison chemical system (4) shows irregular stripe patterns on the torus

surface, as seen in pictures (a) and (b). However, with the rapid increase

of the time t, these irregular stripe patterns gradually disappear, see sub-

figure (c). As the reaction time t continues to increase, the irregular stripe

patterns completely disappear, and the spot patterns begin to emerge on

the torus surface, see picture (d). Finally, the spot patterns occupy all

torus surfaces with the development of the reaction time t, see the last

two pictures in Fig. 5.

(a) t = 100 (b) t = 2000

(c) t = 8000 (d) t = 15000

(e) t = 22000 (f) t = 30000

Figure 5. The general Degn-Harrison chemical system (4) admits the
spot patterns on the torus surface.

4.4 Pattern formation on the spherical surface

Figure 5 shows the pattern formation of the general Degn-Harrison chem-

ical system (4) on the torus surface. This motivates us to explore the
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pattern formation of the general Degn-Harrison chemical system (4) on

the spherical surface. To this end, we keep the same parameter values in

Fig. 5 while carrying out the numerical experiments on a spherical sur-

face. Our numerical result has been performed in Fig. 6. On the spherical

surface, the pattern formation is very similar to the process on the torus

surface. This is because we fix K = 5.75 in the Turing instability domain.

It is also evident that the irregular stripe patterns initially emerge on the

spherical surface. However, this status is transient since the spot pattern

will eventually occupy all spherical surfaces.

(a) t = 100 (b) t = 2000 (c) t = 8000

(d) t = 15000 (e) t = 22000 (f) t = 30000

Figure 6. The general Degn-Harrison chemical system (4) admits the
spot patterns on the spherical surface.

4.5 Large diffusion rate of u inhibits pattern formation

Figures 3-6 show the spatial pattern formation of the general Degn-Harr-

ison chemical system (4) with different parameters. It is not difficult to

see that one of the necessary conditions is that the diffusion rate d2 of the

reactant v must be greater than the diffusion rate d1 of the reactant u. In

fact, for the occurrence of the patterns, d1 is small, see Figs. 3-6. This
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reminds us, is there pattern formation in the reaction-diffusion chemical

system (4) as d2 < d1? To answer this question, we keep the parameters

a = 2.85, b1 = 0.65, p = 1, q = 6, s = 0.25,K = 5.75, and d2 = 1.85 as

in Fig. 5 (also in Figs. 4, 6), while changing the value of d1. First of

all, one treats d1 = 0.15, then we find that spot patterns on the spherical

surface, as shown in Fig. 7(a). However, when we choose d1 = 2.5 and

d1 = 6.5, all spot patterns disappear clearly, and there is no spatial pattern

occupying the spherical surface, see (b) and (c) of Fig. 7. This indicates

that the general Degn-Harrison chemical system (4) undergoes a state

change from spatially inhomogeneous to spatially homogeneous. Namely,

rapid diffusion of the reactant u will destroy the phenomenon of spatial

pattern self-organization. Therefore, a large diffusion rate of u inhibits

pattern formation when the diffusion rate of reactant v is fixed.

(a) d1 = 0.15 (b) d1 = 2.5 (c) d1 = 6.5

Figure 7. Large diffusion rate of u inhibit pattern formation as diffu-
sion rate of reactant v is fixed.

5 Conclusions

This paper considers the pattern dynamic profiles of a general chemical

Degn-Harrison system. This system involves a general nonlinear reaction

term upv
1+suq , where p, q > 0. By investigating the range of the control

parameters p and q, we perform the stability analysis of the unique posi-

tive equilibrium E∗. We can show that it is a node, focus, or center with

the change of p and q, see Theorem 1. Note that if the equilibrium E∗

is a center, then the local system (5) will undergo the Hopf bifurcation.

Also, we give the direction of the Hopf bifurcation by computing the first
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Lyapunov number L1. To be precise, the Hopf bifurcation is supercritical

when L1 < 0 and subcritical when L1 > 0 according to Theorem 2. Fur-

thermore, we focus on the existence of Turing instability for the diffusive

system (4). The rigorous theoretical predictions show that it is possible

that system (4) admits the Turing instability, see Theorem 3. Based on

Theorem 3, we numerically display the pattern formation of the system

(4). It is shown that complex patterns can be formed in one and two-

dimensional domains, on torus and spherical surfaces, as shown in Figs.

3-7. Overall, our results suggest that this chemical system could exhibit

complex dynamic profiles with the general nonlinear reaction term.
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