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Sažetak

Chemical structures are transformed into real numbers emplo-
ying topological indices, which enable numerical computations to
substitute pricey wet lab experiments. The spectral properties of
topological indices can be investigated by appropriate modification
of adjacency matrix. Gutman and Trinajstic, pioneers in the field
of chemical graph theory, presented the Zagreb indices, which have
governed topological indices research since 1972. The modified adja-
cency matrix associated to the second Zagreb index (M2) is studied
in this work. The second Zagreb energy (ZE2) is generated from this
matrix. The application potential of ZE2 is explored by investigating
its efficiency in modelling physico-chemical properties of molecules
and isomer discrimination. We aim to set up crucial bounds of spec-
tral radius and spread with identifying extremal graphs. Moreover,
the ZE2 energy is investigated for numerous special graphs inclu-
ding regular, semi-regular and chain graphs. We construct a divisor
type matrix to estimate the M2-spectrum and ZE2 energy of the
chain graph.
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1 Introduction

Throughout this article, we consider G as a graph of order n and size

m. Here, V (G) and E(G) represent the set of all vertices and edges, re-

spectively of the graph G. If two vertices ui and uj are connected, then

we consider it as uiuj ∈ E(G). Let NG(ui) be the total number of vertices

adjacent to the vertex ui. The degree of a vertex ui is represented as di

which is equal to |NG(ui)|.
The spectral graph theory [4] can be thought of as an approach to employ

linear algebra, in particular the well developed theory of matrix to explore

numerous secrets of discrete mathematics and its applications. An impor-

tant and leading tool in this area of research is the adjacency matrix. For

a graph G, its adjacency matrix is denoted as A(G), whose (i, j)-th entry

is given by

aij =

 1, if uiuj ∈ E(G),

0, otherwise.

Now, the characteristic polynomial is ΦA(G,λ) = det(λIn −A(G)), where

In represents the identity matrix of order n × n. Since A(G) is real sym-

metric matrix, its all eigenvalues are real, and we can arrange them as

λ1 ≥ λ2 ≥ · · · ≥ λn. The set {λ1, λ2, . . . , λn} is known as the A-spectrum

of G which is denoted by Sp(A(G)). If {λ1, λ2, . . . , λk} be the set of distinct
A-eigenvalues of G with multiplicities {l1, l2, . . . , lk}, then the spectrum of

A(G) can be written as

Sp(A(G)) =

(
λ1 λ2 ... λk

l1 l2 ... lk

)
.

The greatest eigenvalue λ1 is called the spectral radius and the difference

λ1 − λn is known as the spread. In 1978, Gutman proposed a striking

concept of graph energy [19] to estimate the total π-electron energy of

conjugated hydrocarbon. For any graph G, the graph energy is formulated

as

E(G) =

n∑
i=1

|λi|. (1)
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The survey article [18] by Gutman and Ramane provides detail in-

formation on graph energy and for more discussion, see [15, 16, 20, 29].

Promising investigations of this quantity from theoretical and applicati-

on point of view [43] led to the introduction of several energy variants

including extended energy [45], Laplacian energy [21, 23], distance ener-

gy [10, 13], and so on. The topological indices [34] are numerical graph

invariants that characterizes the molecular topology of chemical compo-

unds. It plays crucial role in quantitative structure property relationship

(QSPR) [25] analysis to model different properties and activities of mole-

cules. The idea of topological indices was initiated in 1947, when Harold

Wiener presented the well-known Wiener index [12] for estimating boiling

point of alkanes. Later, significant proportion of mathematical chemistry

research was performed on indices based on different graph parameters [25].

The degree-based indices were spread through the most commonly used

Zagreb indices [22], which are formulated as

M1(G) =
∑

uiuj∈E(G)

di + dj , M2(G) =
∑

uiuj∈E(G)

di dj .

Since the last few years, researchers have focused on exploring the spec-

tral properties of topological indices by appropriate modification of the

adjacency matrix A(G) [31]. The degree based indices can be represented

as
∑

uiuj∈E(G)

F (di, dj), where F is a suitable symmetric function. For in-

stance, in case of M2, F (di, dj) = didj . Now, corresponding to each such

index, we can extend the adjacency matrix [14], whose (i, j)-th element is

aij =

 F (di, dj) , if uiuj ∈ E(G),

0, otherwise.

This extended matrix produces numerous energy variants defined analo-

gously to (1) for varying F . Some of these variants are ABC energy [42],

Randić energy [17], Zagreb energy [28, 33, 39], geometric-arithmetic ener-

gy [26], NDe energies [40], harmonic energy [37] and so on. In 2018, Rad,

Jahanbani and Gutman [33] put forward the energies corresponding to first

and second Zagreb indices. They extensively investigated about the first
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Zagreb energy. However, the energy variant associated to the M2 index

has been largely remained unexplored. The present work is an attempt to

unveil the application potential and mathematical features of the second

Zagreb energy. The extended adjacency matrix associated with the second

Zagreb index, named as M2-matrix, is defined as Ω(G) =
(
bij

)
, where

bij =

 di dj , if uiuj ∈ E(G),

0, otherwise.

The characteristic polynomial of Ω(G) is ΦΩ(G, ν) = det(νIn −Ω(G)).

As Ω(G) is real symmetric, its eigenvalues are possible to be expressed as

ν1 ≥ ν2 ≥ · · · ≥ νn. The set {ν1, ν2, . . . , νn} is known as the M2-spectrum,

which is denoted as Sp(Ω(G)). We call the maximum eigenvalue ν1 as the

M2-spectral radius, and the difference ν1 − νn is known as the M2-spread

of G. Now, the second zagreb energy of G is denoted as ZE2(G), which is

defined as

ZE2(G) =

n∑
i=1

|νi|. (2)

The central theme of this work is to explore the application potential

and mathematical features of ZE2 energy. The role of ZE2 in structure-

property modelling and isomer discrimination is investigated. Numerous

tight bounds of the M2 spectral radius and M2-spread are derived with

characterizing extremal graphs. The ZE2 energy is investigated for dif-

ferent special graphs, including regular, semi-regular and chain graphs. A

divisor type matrix is put forward to determine the M2-spectrum and ZE2

energy of the chain graph.

2 Preliminaries

We consider δ, ∆ to be the minimum and maximum degrees, respec-

tively. If dui
= r for all ui ∈ V (G) for some natural number r, then G is

r-regular. Pn, Cn, Kn and Sn are known as path, cycle, complete and star

graphs, respectively. Let G be bipartite graph with partition of vertex set
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as V (G) = V1 ∪ V2. If |V1| = α, |V2| = β and all vertices belonging to the

same vertex set have equal degree, then G is known as (α, β)-semiregular

bipartite. We use Km,n to represent the complete bipartite graph whose

vertices are partitioned into two sets having m, n vertices. To represent

strongly regular graph of n vertices, we consider Gs(n, r, a,b). It is an r

regular graph having following property: if uiuj ∈ E
(
Gs(n, r, a,b)

)
, then

|NG(ui) ∩NG(uj)| = a, else |NG(ui) ∩NG(uj)| = b.

A graph is referred to as a chain graph if it is bipartite and the neighbo-

urhoods of each colour class’s vertices form a chain with respect to inc-

lusion. This is a {2K2, C3, C5} -free graphs. Chain graphs are sometimes

called double nested graphs [7]. See current articles [1,3] for mathematical

characteristics of chain graphs. A chain graph or double nested graph is

denoted as G = (U, V ;E), where vertex set of this graph contains two

colour classes and each of them are separated into h non-empty sets, i.e.,

U = ∪h
i=1Ui and V = ∪h

i=1Vi. Each vertex in Ui is connected to all vertices

of ∪h+1−i
k=1 Vk. Let NG(u) be the set of all neighbours of a vertex u. Thus,

if u
′ ∈ Ui+1, u

′′ ∈ Ui, w
′ ∈ Vi+1 and w

′′ ∈ Vi, then NG(u
′
) ⊂ NG(u

′′
),

NG(w
′
) ⊂ NG(w

′′
) and this clarifies the property of double nesting (see

Figure : 1).

U1 U2
Uh−1 Uh

V1 V2 Vh−1
Vh

Slika 1. The structure of chain graph.

Consider ni = |Ui| and mi = |Vi| for i = 1, 2, ..., h. Then G can be

symbolised as

DNG(n1, n2, n3, ..., nh;m1,m2,m3, ...,mh).

Let αt =
t∑

i=1

mi and βj =
j∑

i=1

ni for 1 ≤ t, j ≤ h. The sum degree of vertices
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in Ui and Vi are defined as dUi = ni αh+1−i and dVi = mi βh+1−i respec-

tively. Now order and size of G is n = αh + βh and m =
h∑

i=1

ni αh+1−i =

h∑
i=1

mi βh+1−i, respectively.

Let L = (li,j) ∈ Rm×n and M ∈ Rr×s. Then the Kronecker product of

the matrix L and M is rm× sn block matrix, which is defined as

L⊗M =


l11M l12M · · · l1nM

l12M l21M · · · l2nM

...
...

. . .
...

l1nM l2nM · · · lmnM

 .

Proposition 1. [36] Let L and M be two matrices of sizes m and n,

respectively. If ϵ1, ϵ2 , · · · , ϵm are the eigenvalues of L and σ1, σ2, · · · , σn

are eigenvalues of M . Then the eigenvalues of L ⊗ M are given as ϵi σj

where i = 1, 2 , · · · , m and j = 1, 2, · · · , n.

3 Chemical significance

The present section is directed towards investigating the usefulness of

second Zagreb energy ZE2. To explore an invariant’s predictive potenti-

al, Randić and Trinajstić [32] propose correlating theoretical invariants

with experimental physico-chemical properties of a benchmark dataset.

The octane isomer data set is considered in this work, since they represent

sufficiently large and structurally diverse group of alkanes for basic investi-

gation [24,32]. The ZE2 energy is found to correlate well with entropy (S)

and acentric factor (AF ) of octanes. The linear fitting of such correlations

are displayed in Figure 2, which indicates that linear regression model can

be formed to predict S and AF by ZE2.

The scatter plot in Figure 2 is divided into some clusters that are closely

similar to the second Zagreb index M2. Thus, we consider the following
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(a) (b)

Slika 2. Correlation of ZE2 with (a) entropy and (b) acentric factor for
octane isomers.

regression models:

P = c1TI + c2, (3)

P = d1TI + d2M2 + d3, (4)

From Table 1, one can say that the data variances for S and AF are almost

Tabela 1. The outcomes of evaluation of the model (3) in case of ZE2.

Properties c1 c2 r2 RMSE F SF

S -1.352 153.649 0.734 2.264 44.162 5.63× 10−6

AF -0.011 0.731 0.799 0.0154 63.949 5.57× 10−7

73%, 80%, respectively. A remarkable improvement in structure-property

modelling is noticed when M2 is considered as second predictor variable

in model (4). The findings generated by (4) are reported in Table 2.

Tabela 2. The outcomes of evaluation of the model (4) in case of ZE2.

Properties d1 d2 d3 R2 RMSE F SF

S 0.678 -1.544 128.66 0.904 1.361 70.583 2.34× 10−8

AF 0.006 -0.013 0.521 0.99 0.002 1427.982 7.68× 10−18
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The ZE2 explains 90% and 99% of data variance for entropy and acen-

tric factor, respectively. The errors of the model are also reduced. From

F and SF values, the models can be stated to be reliable. The predicted

and experimental properties are shown in Figure 3, which indicates well

alignment between experimental and predicted data.

Slika 3. Relation between experimental and predicted properties for
octane isomers.

In view of all parameters, it is evident that the performance of ZE2 is

notable for AF compared to S. To appropriately investigate a constructed

model, external validation plays crucial role. Nonane isomers are taken

into account for external validation of the model (4) for AF . We compile

experimental AF values from the chemical database [6]. The data set is

divided into training and test sets in the ratio 80 : 20 by means of python

scikit-learn module. We employ the training set to construct the model,

the parameters of which are listed in Table 3.

Tabela 3. The outcomes of evaluation of model (4) for nonane isomer
training data set.

Property d1 d2 d3 R2 RMSE F SF

AF 0.006 -0.014 0.608 0.91 0.0124 132.2 5.06× 10−14

It yields considerable predictive ability of ZE2 on training set. The

coefficient of determination is 91%. The behaviour of predicted AF by ZE2

and M2 against experimental values are shown in Figure 4 (a). Residual

points of model are randomly scattered around zero line in Figure 4 (b),
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which ensure that the model fits the data well. In case of test set, the data

variance is 88%, which makes the external validation meaningful.

(a) (b)

Slika 4. Relation between experimental and predicted properties for
octane isomers.

In addition to remarkable predictive potential, an efficient descriptor

should discriminate isomeric structures. The discrimination potency of a

descriptor is crucial in coding and computer processing of various mo-

lecules. Konstantinova [5] presented the sensitivity, a measure of isomer

discrimination, whose formulation is as follows:

STI =
N −NTI

N
,

N , NTI are the count of isomers and number of them that cannot be

separated by the descriptor TI, accordingly. The discrimination potential

of a descriptor is directly proportional to STI . The STI values of some

mostly utilised descriptors and ZE2 for octane, nonane and decane isomers

are listed in Table 4, which yields that the ZE2 energy outperforms well-

known descriptors in isomer discrimination.
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Tabela 4. STI values of molecular descriptors for octane, nonane and
decane isomers.

M1 F M2 ISI SDD SCI RR R ZE2

SI for octane 0.333 0.389 0.722 0.722 0.889 0.889 0.889 0.889 1.000
SI for nonane 0.2 0.229 0.457 0.686 0.686 0.8 0.8 0.8 1.000
SI for decane 0.107 0.133 0.28 0.547 0.547 0.64 0.653 0.667 1.000

4 Bounds for Ω-spectral radious

This section presents some crucial bounds for the maximum eigenvalue

of Ω(G) for a graph G. Let us consider the k-th spectral moment of Ω =

Ω(G) as Υk =
n∑

i=1

(νi)
k. We immediately have Υk = trace(Ωk). For the

sake of simplification, the M2(G) value of an edge uiuj is formulated as

M2(uiuj) = di dj . After employing some derivations on the elements of Ω,

we clearly obtain the following result.

Lemma 1. For a graph G having n vertices, we have

Υ0 = n, Υ1 = 0, Υ2 = 2
∑

uiuj∈E(G)

(
M2(uiuj)

)2

.

Lemma 2. [27] If B be an n × n symmetric matrix with p × p leading

submatrix Bp, then

νn−i+1(B) ≤ νp−i+1(Bp) ≤ νp−i+1(B) (5)

where i = 1, 2, ..., p and νi(B) be the i-th largest eigenvalue of B.

If G be r-regular, then Ω(G) = r2A(G) and λ1(G) = r. Thus, ν1(G) =

r2λ1(G) = r3 and νi(G) = r2λi(G) for i = 2, 3, ..., n. If G ∼= Kn, then

ν1 = (n− 1)3 and νi(G) = −r2 for i = 2, 3, ..., n as λ1(G) = (n− 1)3 and

λi = −1 for i = 2, 3, ..., n.

Now we identify graphs for which the the eigenvalues of Ω(G) coincide

except Ω-spectral radious.

Lemma 3. For a graph G having n vertices, we have ν2 = ν3 = · · · = νn

iff G ∼= Kn or G ∼= Kn.
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Dokaz. For G ∼= Kn, it is obvious that ν1 = ν2 = · · · = νn = 0. For

G ∼= Kn, we obtain ν2 = ν3 = · · · = νn = −(n − 1)2. Otherwise, G ≇ Kn

and G ≇ Kn. Since G ≇ Kn, then G has at least one edge and hence ν1 > 0

and νn < 0 as
n∑

i=1

νi = 0. Again G ≇ Kn implies that there are at least

two vertices in G that are not adjacent. Without maintaining uniformity,

One may draw the conclusion that v1 is not connected with v2. Let Ω(G)2

be the leading 2 × 2 submatrix of Ω(G) corresponding to the vertices v1

and v2. Then ν1(Ω(G)2) = ν2(Ω(G)2) = 0. By Lemma 2, we immediately

have

ν2(G) ≥ ν2(Ω(G)2) = 0,

a contradiction to the fact ν2 = ν3 = · · · = νn < 0. This completes the

proof.

Theorem 2. For a graph G of order n with second zagreb index M2(G),

we obtain

2M2(G)

n
≤ ν1 ≤

√(
1− 1

n

)
Υ2,

where Υ2 is given in Lemma 1. The right equality holds iff G ∼= Kn or

G ∼= Kn and left equality occurs iff G is regular.

Dokaz. Lower Bound: Let e = (1, 1, . . . , 1)t ∈ Rn. Then by Rayleigh-

Ritz principle, we find

ν1(G) = max
x∈Rn

{
xt Ω(G)x

xt x
: x ̸= 0

}
≥ et Ω(G) e

et e
=

2M2(G)

n
.

Let G be r-regular. Then 2m = n r and hence M2(G) = r2m = nr3

2 . Note

that Ω(G) = r2 A(G). As λ1(G) = r, one can easily find

ν1(G) = r2 λ1(G) = r3 =
2M2(G)

n
.
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Upper Bound: Since
n∑

i=1

νi = 0, by Cauchy-Schwarz inequality, we obtain

ν21 =

(
−

n∑
i=2

νi

)2

≤ (n− 1)

n∑
i=2

ν2i ,

that is,

n ν21 ≤ (n− 1)

n∑
i=1

ν2i = (n− 1)Υ2.

from which the required result follows. The equality appears iff ν2 = ν3 =

· · · = νn, i.e., iff G ∼= Kn or G ∼= Kn, by Lemma 3.

Corollary. For a graph G of n vertices with maximum degree ∆ and

second zagreb index M2(G), we have

ν1(G) ≤
√

2(n− 1)∆2 M2(G)

n
,

where equality appears iff G ∼= Kn or G ∼= Kn.

Dokaz. For any edge uiuj ∈ E(G),

di + dj
2

≥
√
didj

i.e.,

didj ≤ ∆2, (6)

with equality appears iff dk = ∆ for all uk ∈ V (G). Using the above result,

we get

Υ2 = 2
∑

uiuj∈E(G)

(didj)
2 ≤ 2∆2

∑
uiuj∈E(G)

di dj = 2∆2 M2(G).

Now using Theorem 2, we attain the desired outcome. Also, the equality

occurs iff G ∼= Kn or G ∼= Kn.
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Lemma 4. [9] If B be a symmetric n× n matrix with spectral radius µ1

then for any x ∈ Rn (x ̸= 0),

xTBx ≤ µ1x
Tx

where the equality holds iff µ1 the largest eigenvalue of B is represented by

the eigenvector x.

Theorem 3. For a graph G with maximum and minimum degrees ∆ and

δ, respectively, we have

λ1δ
2 ≤ ν1 ≤ λ1 ∆

2 (7)

where both equalities occur iff G is regular.

Dokaz. Let x = (x1, x2, ..., xn)
t be an unit eigenvector corresponding to

the eigenvalue λ1 of A(G). Therefore, we have,

A(G)x = λ1x, that is, λ1 = xt A(G)x = 2
∑

uiuj∈E(G)

xixj . (8)

For any uiuj ∈ E(G), we have

M2(uiuj) = di dj ≥ δ2

where equality appears iff di = dj = δ, that is, iff dk = δ for any vertex

uk ∈ V (G). Using this result with Lemma 4, we get

ν1 ≥ xt Ω(G)x = 2
∑

uiuj∈E(G)

M2(uiuj)xixj ≥ 2δ2
∑

uiuj∈E(G)

xixj = λ1 δ
2

by (8) Also, the above equality occurs iff G is a regular graph.

Let y = (y1, y2, . . . , yn)
t be a unit eigenvector associated to the eigen-

value ν1 of Ω(G). Then by Lemma 4, we evaluate

ν1 = yt Ω(G)y = 2
∑

uiuj∈E(G)

M2(uiuj) yiyj ≤ 2∆2
∑

uiuj∈E(G)

yiyj .



118

i.e.,

ν1 ≤ λ1 ∆
2,

by (6). The above equality occurs iff G is regular.

Corollary. For a graph G with maximum and minimum degrees ∆ and δ,

respectively, we have

δ3 ≤ ν1(G) ≤ ∆3

with both equalities occur iff G is regular.

Dokaz. Note that δ ≤ λ1(G) ≤ ∆. Now employing Theorem 3, we get the

above result, and both equalities occur iff G is regular.

Corollary. If G is a graph with maximum degree ∆ and minimum degree

δ, then we have

2mδ2

n
≤ ν1(G) ≤ ∆2

√
(2m− n+ 1)

where left hand equality occurs iff G is regular, and right hand equality

appears iff G ∼= Sn or G ∼= Kn.

Dokaz. We have λ1 ≥ 2m/n [41]. Using this fact in Theorem 3, we get the

lower bound. The left equality appears iff G is regular.

We also have, λ1 ≤
√
2m− n+ 1 where equality appears iff G ∼= Sn

or G ∼= Kn [44]. This result in combination with Theorem 3 yields the

required upper bound. Moreover, the right equality appears iff G ∼= Sn or

G ∼= Kn.

We call the difference ν1 − νn as the M2-spread of G. Now we intend

to determine an upper bound of this spread in the following theorem.

Theorem 4. For a connected graph G having n (≥ 2) vertices, we have

ν1 − νn ≤ n

n− 1
ν1 +

√
n− 2

n− 1
Υ2 −

n2 − 2n

(n− 1)2
ν21 . (9)
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Equality appears iff G is complete or complete bipartite.

Dokaz. From Lemma 1, we have

Υ2 − ν21 − ν2n =

n−1∑
i=2

ν2i .

Now using Cauchy Schwartz inequality, we get

Υ2 − ν21 − ν2n ≥

(
ν1 + νn

)2

n− 2
, (10)

where equality appears iff ν2 = ν3 = · · · = νn−1. From (10), one can

deduce that

(n− 1)ν2n + 2ν1νn + (n− 1)ν21 − Υ2(n− 2) ≤ 0. (11)

Now equality in (11) yields νn = − ν1

n−1 ±
√

n−2
n−1Υ2 − n2−2n

(n−1)2 ν
2
1 , which in

combination with (11) implies that

ν1 − νn ≤ n

n− 1
ν1 +

√
n− 2

n− 1
Υ2 −

n2 − 2n

(n− 1)2
ν21 ,

where equality occurs iff ν2 = ν3 = · · · = νn−1.

Claim: ν2 = ν3 = · · · = νn−1 iff G is complete or complete bipartite.

Now, we prove the above claim. Let ν2 = ν3 = · · · = νn−1. For G ∼=
Kn, we have ν2 = ν3 = · · · = νn−1 = −(n − 1)2. Now, if G ≇ Kn,

then the proof of Lemma 3 yields that ν2(G) ≥ 0. If possible, consider

ν2(G) > 0. Then νi(G) > 0 ∀ i = 1, 2, ..., n − 1. Since ν1(G) ≥ |νn(G)|,
we immediately have Υ1 ̸= 0, a contradiction. Consequently, νi(G) = 0

for all i = 2, ..., n − 1. Thus, G is bipartite and it possesses three distinct

M2-eigenvalues. Consequently, the diameter of G is atmost 2, and hence

it is complete bipartite. One can easily establish the converse part of the

claim by determining the M2-spectrum of complete and complete bipartite

graphs. This completes the proof.



120

Corollary. For a graph G having n (≥ 2) vertices and maximum degree

∆, we obtain

ν1 − νn ≤ ∆2

(n− 1)

(
n∆+

√
n(n− 2)(n− 1−∆)∆

)
. (12)

The equality appears iff G ∼= Kn and G ∼= Kn
2

n
2
.

Dokaz. From (9), we define f(x) = n
n−1x+

√
n−2
n−1 Υ2 − n2−2n

(n−1)2 x
2. Now, we

get

f
′
(x) =

n

n− 1
− (n2 − 2n)x

(n− 1)
√
(n− 1)(n− 2)Υ2 − (n2 − 2n)x2

.

One can easily verify that f(x) is increasing on x ≤
√

(n−2)(n−1)Υ2

(2n2−6n+4) . Note

that x ≤ ∆3 with equality appears iff G is regular.

Consequently, f(x) ≤ f(∆3), where equality appears iff G is regular. The-

refore, we get

ν1 − νn ≤ n∆3

(n− 1)
+

√
n− 2

n− 1
Υ2 −

(n2 − 2n)∆6

(n− 1)2
. (13)

Moreover, it is clear that Υ2 ≤ n∆5 with equality occures iff G is regular.

Applying this fact on (13), the desired result follows immediately, where

the equality occurs iff G ∼= Kn and G ∼= Kn
2

n
2
.

5 Second Zagreb energy for some

special graphs

In this section, we aim to derive explicit expressions of ZE2 energy for

some special graphs including regular, semi-regular and chain graphs.
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Lemma 5. [2] For a connected Gs(n, r, a1, b1), we have

Sp(A(Gs(n, r, a1, b1))) =

{
r, β1, . . . , β1︸ ︷︷ ︸

m1

, β2, . . . , β2︸ ︷︷ ︸
m2

}
,

where,

β1 =
a1 − b1 +

√
(a1 − b1)2 + 4(r − b1)

2
, β2 =

a1 − b1 −
√

(a1 − b1)2 + 4(r − b1)

2
,

m1 =
1

2

n − 1 −
2r + (n − 1)(a1 − b1)√
(a1 − b1)2 + 4(r − b1)

 , m2 =
1

2

n − 1 +
2r + (n − 1)(a1 − b1)√
(a1 − b1)2 + 4(r − b1)

 .

Theorem 5. For a graph G of order n ≥ 3 having no isolated vertices,

we have

(i) ZE2(G) = r2 E(G), when G is r-regular. Particularly, ZE2(Kn) =

2(n − 1)3 and ZE2(Cn) = 8

n−1∑
i=0

∣∣∣ cos( 2πi
n

)∣∣∣. When G is connected

Gs(n, r, a1, b1), we have

ZE2(G) = r2

(
r +

2(n− 1)(r − b1)− r (a1 − b1)√
(a1 − b1)2 + 4(r − b1)

)
.

(ii) ZE2(G) = αβ E(G), when G is (α, β)-semiregular bipartite. Par-

ticularly, ZE2(Kp,q) = 2 pq
√
pq, where p + q = n. Also we have

ZE2(Sn) = 2 (n− 1)
√
n− 1.

Dokaz. (i) Let G be r-regular. Then, we have Ω(G) = r2A(G). Consequ-

ently, νi = r2λi (1 ≤ i ≤ n), which implies that ZE2(G) = r2 E(G).

For Kn, E(Kn) = 2(n− 1), which gives ZE2(Kn) = 2(n− 1)3. Also,

for Cn we have E(Cn) =

n−1∑
i=0

∣∣∣2 cos
(

2πi
n

)∣∣∣. Therefore, ZE2(Cn) =

8

n−1∑
i=0

∣∣∣ cos( 2πi
n

)∣∣∣. When G is connected Gs(n, r, a, b), then in view of

Lemma 5, we immediately obtain ν1 = r3, ν2 = ν3 = ... = νm1+1 =

r2 β1, νm1+2 = νm1+3 = · · · = νn = r2 β2, from which the desired

ZE2(G) energy follows from Lemma 5.
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(ii) Note that Ω(G) = rsA(G) and νi = rs λi, i = 1, 2, . . . , n, when G

is (α, β)-semiregular bipartite. Thus, ZE2(G) = αβ E(G). In par-

ticular, E(Kp,q) = 2
√
pq, which yields ZE2(Kp,q) = 2 pq

√
pq. As

Sn
∼= K1,n−1, we have ZE2(Sn) = 2 (n− 1)

√
n− 1.

5.1 Chain graph

This section aims to investigate the M2-spectrum and ZE2 energy of

chain graph.

If a graph G has k vertices possessing similar neighbours and t eigen-

values equal to 0, then t ≥ k − 1 [30]. As a consequence of this result, we

have following result.

Lemma 6. Let G be a graph with vertices {u1, u2, · · · , uk} having same

set of neighbors. Then G has at least k − 1 M2-eigenvalues equal to 0.

Consider a set of positive numbers p = {p1, p2, · · · , pn}. Now, we define

Pk to be the average of product of k-element subset of p, i.e., P1 =
1

n
( p1+

p2+· · ·+pn) , P2 = 1
1
2n(n−1)

( p1p2+p1p3+· · ·+p1pn+p2p3+· · ·+pn−1pn) ,

. . ., Pn = p1p2 · · · pn.

Lemma 7. [35] For positive real numbers p1, p2, · · · , pn, we have

P1 ≥ P
1
2
2 ≥ P

1
3
3 ≥ · · · ≥ P

1
n
n .

Equality holds iff p1 = p2 = · · · = pn.

From the definition of Ω(G) and the construction of chain graph, we

can obtain the M2-matrix of chain graph G. By Lemma 6, we have the

eigenvalue 0 with multiplicity

h∑
i=1

(mi + ni − 2) of M2-matrix. Here we

construct a divisor type matrix to generate the non-zero M2 -spectrum for

chain graph. It is defined as

D =

(
0 P

Q 0

)
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where

P =



n1αh βh n1αh βh−1 · · · n1αh β2 n1αh β1

n2αh−1 βh n2αh−1 βh−1 · · · n2αh−1 β2 0
...

...
. . .

...
...

nh−1α2 βh nh−1α2 βh−1 · · · 0 0

nhα1 βh 0 0 0 0


,

Q =



m1αh βh m1αh−1 βh · · · m1α2 βh m1α1 βh

m2αh βh−1 m2αh−1 βh−1 · · · m2α2 βh−1 0
...

...
. . .

...
...

mh−1αh β2 mh−1 αh−1β2 · · · 0 0

mhαh β1 0 0 0 0



Note that, D2 =

(
PQ 0
0 QP

)
. The spectra of PQ and QP are the same.

Therefore, ν1(G) =
√

ν1(PQ). The (i,j)-th entry of PQ is given by

pij =



ni αh+1−i αh+1−j

h+1−j∑
k=1

mk(βh+1−k)
2
, for i≤j

niαh+1−j αh+1−i

h+1−i∑
k=1

mk(βh+1−k)
2, for i>j

Let Ri and R
′

i are the sums of the entries of i-th row of PQ and QP. Then

Ri = ni αh+1−i

h+1−i∑
k=1

h∑
j=k

mk(βh+1−k)
2
αj and R

′
i = mi βh+1−i

h+1−i∑
k=1

h∑
j=k

nk(αh+1−k)
2
βj.

Lemma 8. [38] Let A be an n× n non-negative matrix and ρ(A) be the

largest eigenvalue of A. If Ri be the i-th row sum of this matrix. Then

min
i

√√√√ 1

Ri

h∑
t=1

ait

h∑
j=1

atjRj ≤ ρ(A) ≤ max
i

√√√√ 1

Ri

h∑
t=1

ait

h∑
j=1

atjRj .
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Theorem 6. Let ν1(G) be the largest eigenvalue for a connected chain
graph G. Then

ν1(G) ≤ 4

√√√√√√√√√√√√

h∑
p=1

αh+1−p

h+1−p∑
k=1

mk(βh+1−k)2

 h∑
j=1

np αh+1−p αh+1−j

h+1−j∑
t=1

mt(βh+1−t)
2Rj


h∑

k=1

h∑
j=k

mk(βh+1−k)2αj

Dokaz. Employing Lemma 8 on matrix PQ, we obtain

min
i

√√√√ 1

Ri

h∑
t=1

pit

h∑
j=1

ptjRj ≤ ν1(PQ) ≤ max
i

√√√√ 1

Ri

h∑
t=1

pit

h∑
j=1

ptjRj .

The maximum value of the above expression is attained at i = 1. Conse-

quently,

ν1(PQ) ≤

√
1

R1

h∑
t=1

p1t
h∑

j=1

ptjRj ,

which implies the required result by considering the fact ν1(G) =
√

ν1(PQ).

Lemma 9. A graph G is bipartite iff its M2-spectrum is symmetric about

the origin on the real line.

Dokaz. Let G be bipartite. Them Ω(G) is congruent to

(
0 M

M t 0

)
. Let

ν be a characteristic value of Ω(G) with multiplicity α. Then M v = ν u

and M t u = ν v, where

(
u

v

)
is an eigen vector corresponding to ν. Now,

one can obtain that

(
u

−v

)
is also an eigenvector of Ω(G) with eigenvalue

−ν. Consequently, α linearly independent eigenvectors corresponding to

ν will generate α linearly independent eigenvectors of −ν, i.e., algebraic

multiplicities of ν and −ν are same. Hence, the first part is done.

Conversely, suppose ν1 ≥ ν2 ≥ · · · ≥ νn be the eigenvalues of Ω(G) with

the property νi = −νn−i+1, 1 ≤ i ≤ n. Thus for any odd positive number

α, we have
n∑

i=1

ναi = 0. It is clear that trace (Ωα) =
n∑

i=1

ναi = 0. IfG contains

a cycle of odd length α, then the diagonal elements of Ωα, i.e., Ω(i, i) for
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each i-th vertex belonging to the odd cycle are positive. Consequently,

trace (Ωα) > 0, since all diagonal entries of Ωα are non-negative. Thus, we

arrive at a contradiction to the fact that G has an odd cycle. Evidently, G

is bipartite.

Theorem 7. Let G ∼= G(n1, n2, · · · , nh;m1,m2, · · · ,mh) be a chain graph

of order n. Then

ZE2(G) ≥ 2

√√√√√ h∑
i=1

(h + 1 − i)mi ni

(
αi βi

)2
+ h(h − 1)

h∏
i=1

[(
mi ni

)1/h(
αi βi

)2/h]

with equality occurs iff G ∼= Kn1,m1 where (n1 +m1 = n).

Dokaz. In view of Lemma 6, it is evident that 0 is an eigenvalue of Ω(G)

with multiplicity

h∑
i=1

(mi+ni−2) and non-zero eigenvalues can be generated

from the divisor type matrix D, where

D =

(
0 P

Q 0

)
.

Let ν1 ≥ ν2 ≥ · · · ≥ ν2h be eigenvalues of D. Then from (2) we have

ZE2(G) =

2h∑
i=1

|νi| (14)

Since, G is a bipartite graph then by Lemma 9, νi is an eigenvalue of G iff

-νi is also an eigenvalue of G. Then from (14) we have,

ZE2(G) = 2

h∑
i=1

νi. (15)

Consequently,

2h∑
i=1

ν2i = trace
(
D2
)
= 2

h∑
i=1

h+1−i∑
j=1

ni mj α
2
h+1−i β

2
h+1−j
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i.e.,
h∑

i=1

ν2i =

h∑
i=1

h+1−i∑
j=1

ni mj α
2
h+1−i β

2
h+1−j

Now, we intend to derive an explicit expression of det(D).

Note that

det(D) =

∣∣∣∣∣0 P

Q 0

∣∣∣∣∣

=

h∏
i=1

miniαiβi

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0

αh αh · · · αh αh

αh−1 αh−1 · · · αh−1 0
...

...
. . .

...
...

α2 α2 · · · 0 0

α1 0 0 0 0

βh βh−1 · · · β2 β1

βh βh−1 · · · β2 0
...

...
. . .

...
...

βh βh−1 · · · 0 0

βh 0 0 0 0

0

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
= (−1)h

h∏
i=1

mi ni (αi βi)
2

Consequently,

2h∏
i=1

νi = det(D) = (−1)h
h∏

i=1

mi ni (αi βi)
2
,

which immediately implies that

(−1)h

 h∏
i=1

νi

2

= (−1)h
h∏

i=1

mi ni (αi βi)
2
,

which again indicates that
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h∏
i=1

νi =

 h∏
i=1

αi βi

 h∏
i=1

mi ni

1/2

From Lemma 7, we have

1
1
2h(h− 1)

∑
1≤i<j≤h

νi νj ≥

 h∏
i=1

νi

2/h

, (16)

that is,

2
∑

1≤i<j≤h

νi νj ≥ h(h− 1)

(
h∏

i=1

αi βi

)2/h( h∏
i=1

mi ni

)1/h

,

with equality holds iff ν1 = ν2 = · · · = νh. Using this result in (15), we
obtain

ZE2(G) =2

√√√√√ h∑
i=1

ν2
i

+ 2
∑

1≤i<j≤h

νi νj

=2

√√√√√ h∑
i=1

h+1−i∑
j=1

ni mj α2
h+1−i

β2
h+1−j

+ 2
∑

1≤i<j≤h

νi νj

≥2

√√√√√ h∑
i=1

(h + 1 − i)mi ni

(
αi βi

)2
+ h(h − 1)

h∏
i=1

[(
mi ni

)1/h(
αi βi

)2/h]
.

First we take h = 1. Then G ∼= Kn1,m1
, (n1 +m1 = n), we have Sp(G) ={

±(n1m1)
3/2

, 0, . . . , 0︸ ︷︷ ︸
n−2

}
and ZE2(G) = 2 (n1m1)

3/2. Hence, the equality

holds in Theorem 7. Next we consider that h ≥ 2. From the definition of

chain graph, G(1, 1; 1, 1), i.e., P4 is an induced subgraph of G. Lemma 2

yields that ν2(G) ≥ ν2(P4) ≈ 0.8284 > 0. Again we know that, ν1(G) >

ν2(G), as G is connected. Thus in relation (16), strict inequality occurs for

h ≥ 2. Hence for h ≥ 2, only inequality appears strictly in Theorem 7.
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6 Concluding remarks

In this work, we have examined the usefulness of the second Zagreb

energy by explaining the structure-property ability and isomer-discrimination

proficiency. The ZE2 has been found to model entropy and acentric fac-

tor with powerful accuracy. In case of AF, the performance is surprising.

The constructed model has been successfully validated with external data

set. The isomer discrimination ability of ZE2 has also been observed to

be surprising compared to existing mostly used indices. Tight bounds for

M2-spectral radius and spread have been derived with characterizing the

extremal graphs. The ZE2 energy has been studied for different special

graphs, such as regular, semi-regular and chain graphs. A divisor type ma-

trix has been constructed to estimate the M2-spectrum and ZE2 energy

of the chain graph.

Acknowledgment : This work was supported by the Post-doctoral Rese-
arch Program of Sungkyunkwan University (2023).
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