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#### Abstract

The computation of reliable, chemically correct atom maps from educt/product pairs has turned out to be a difficult problem in cheminformatics because the chemically correct solution is not necessarily an optimal solution for combinatorial formulations such as maximum common subgraph problems. As a consequence, competing models have been devised and compared in extensive benchmarking studies. Due to isomorphisms among products and educts it is not immediately obvious, however, when two atom maps for


[^0]a given educt/product pairs are the same. We formalize here the equivalence of atom maps and show that equivalence of atom maps is in turn equivalent to the isomorphism of labeled auxiliary graphs. In particular, we demonstrate that Fujita's Imaginary Transition State can be used for this purpose. Numerical experiments show that practical feasibility. Generalizations to the equivalence of subgraph matches, double pushout graph transformation rules, and mechanisms of multi-step reactions are discussed briefly.

## 1 Introduction

Chemical reactions, by definition, constitute the rearrangement of chemical bonds while preserving the atoms involved. In practice, chemical reactions are typically represented as transformations of a multiset of reactant molecules into a corresponding multiset of product molecules [7,48]. The mechanism of a reactions, i.e., the bonds broken and newly formed, and, equivalently, the correspondence of the atoms in reactants and products, is not apparent from such data. In many practical applications, for instance the analysis of isotope labeling experiments [24], the inference of reaction rules [2], and in metabolic engineering [27, 47], however, it is key to track atoms across a reaction. To this end, structural formulas of reactants and products, respectively, are viewed as graphs $G$ and $H$ with vertices labeled by atom types and edges labeled by bond types. The atom map of the reaction transforming $G$ to $H$ then is a bijection $\alpha: V(G) \rightarrow V(H)$ that preserves atom types. By specifying the corresponding atoms in reactants and product, $\alpha$ implies the bonds that are broken and formed, see Fig. 1.

Determining the atom map of a chemical reaction given only the structural formulas of the reactants $G$ and products $H$ is a very challenging problem. Purely combinatorial methods phrase the task as Maximum Common Subgraph (MCS) or Maximum Common Edge Subgraph subgraph (MCES) problems $[11,13]$. However, there is no guarantee that the optimal solutions correctly represent the mechanism of the reaction in question. Chemical realism is added for instance in MetaCyc by assigning weights to bonds that encode their propensity to break, resulting in a weighted MCES problem [27]. A constraint programming approach [32] was proposed to enforce constraints such as cyclic transition states. Most
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Figure 1. (A) Equivalent but different atom maps for the reaction of the L-aspartate to fumarate $+\mathrm{NH}_{4}{ }^{+}$. (B) Non-equivalent atom maps for the reaction of L-alanine + glyoxylate to pyruvate + glycine. Atom maps were computed with RDT, RXNMapper [46], and GraphormerMapper.
recently, several machine-learning tools have become available as an alternative approach to predicting atom maps $[25,29,46]$.

The benchmarking of different atom mapping approaches requires a fair comparison of the predicted atom maps with each other and with
a (usually manually curated) ground truth set $[28,39,41]$. The various atom mapping tools convert their input into some internal representation, establish the bijection and return the map $\alpha$ in a mapper-specific format, for instance as annotated reactions SMILES. As a consequence, given a reactant graph $G$ and a product graph $H$, an atom mapping tool does not usually return an atom $\operatorname{map} \alpha: V(G) \rightarrow V(H)$ but rather an atom $\operatorname{map} \beta: V\left(G^{\prime}\right) \rightarrow V\left(H^{\prime}\right)$ where $G^{\prime} \simeq G$ and $H^{\prime} \simeq H$, i.e., $G^{\prime}$ and $H^{\prime}$ are isomorphic but not necessarily identical to the input graphs $G$ and $H$ [39]. It is not trivial, therefore, to determine whether or not $\beta: V\left(G^{\prime}\right) \rightarrow V\left(H^{\prime}\right)$ describes the same atom map as $\alpha: V(G) \rightarrow V(H)$, see Figure 1.

In a recent benchmarking study [28], for instance, an atom map is "considered to be correct" if the Condensed Graphs of the Reactions (CGRs) [22] of the test and reference mapping "coincide totally", where CGRs were compared using the CGRtools library [37]. The description suggests that the authors of [28] evaluated isomorphism of CGRs as a means of testing the equivalence of atom maps. To the best of our knowledge, no further justification for this method has been published. Here, we provide a rigorous proof for the correctness of the procedure.

Essentially the same question arises also in graph transformation models of chemical reactions $[4,7,45]$, since the application of a rule requires that a pattern $G$ is found as in target graph $H$, see Figure 2. Formally, one is interested in a map $\mu: V(G) \rightarrow V(H)$ such that for each edge $x y$ of $G$, the image $\mu(x) \mu(y)$ is an edge in $H$ and both vertex and edge labels are preserved.

This contribution is organized as follows. We formalize the equivalence of maps in Section 2, describe a general construction of an auxiliary graph, and prove our main result. Thm. 1 shows that equivalence of maps can be decided by checking isomorphism of the auxiliary graphs. In the following section we focus on the comparison of atom maps and show that for bijective maps a smaller auxiliary graph, which in essence is the Imaginary Transition State [14] or the Condensed Graph of a Reaction [22] is sufficient. We then briefly consider generalizations and open problems.












Figure 2. Equivalent and non-equivalent matches of a subgraph, shown on the example of a Diels-Alder reaction. In the reaction a dienophile reacts with a diene to form new carbon-carbon bonds. Due to the symmetries of the reactants (i.e., the connected components of $H$ ) some of the matches $\mu$ of the precondition, i.e., the graph, $G$ are equivalent and thus generate the same reaction product. We indicate the location of the subgraph isomorphic to $G$ in $H$ by thick, black lines. Note that any such match corresponds to four matching morphisms $\mu$, depending on the orientations in which the two connected components of $G$ are matched. Since any diene contains two dienophile moieties, alternative mappings can arise. The entries in the first two columns each represent equivalent matches.

## 2 Equivalence of maps

### 2.1 Notation and basic definitions

We consider here simple, loop-free graphs, with both vertex and edge labels. We write $V(G), E(G), a_{G}: V(G) \rightarrow L_{V}$ and $b_{G}: E(G) \rightarrow L_{E}$ for the vertex set, edge set, vertex labeling function, and edge labeling functions, respectively. The edge between the (distinct) vertices $x, y \in V(G)$ will be denoted by $x y \in E(G)$. Since the graphs encode the educts and products of chemical reactions, which usually consist of more than one molecule, they will not be connected in general.

We will use the notation $f \circ g$ for the composite map $f \circ g: x \mapsto f(g(x))$. Two labeled graphs $G$ and $G^{\prime}$ are isomorphic, in symbols $G \simeq G^{\prime}$, if there
is a bijective map (called isomorphism) $\varphi: V(G) \rightarrow V\left(G^{\prime}\right)$ that preserves edges, non-edges, vertex labels, and edge labels. That is (i) $x y \in E(G)$ if and only if $\varphi(x) \varphi(y) \in V(H)$, (ii) $a_{H} \circ \varphi=a_{G}$, and (iii) $b_{H}(\varphi(x) \varphi(y))=$ $b_{G}(x y)$ for all $x y \in E(G)$. We write $\operatorname{ISO}\left(G, G^{\prime}\right)$ for the set of all such graph isomorphisms. We note that the isomorphisms are obtained as composition of automorphisms of $G$ or $G^{\prime}$ and an arbitrary isomorphism $\tilde{\varphi}: V(G) \rightarrow V\left(G^{\prime}\right)$. Writing $\operatorname{Aut}(G)$ for the set of automorphisms of $G$, we have $\operatorname{ISO}\left(G, G^{\prime}\right)=\{\tilde{\varphi} \circ \vartheta \mid \vartheta \in \operatorname{Aut}(G)\}=\left\{\vartheta^{\prime} \circ \tilde{\varphi} \mid \vartheta^{\prime} \in \operatorname{Aut}\left(G^{\prime}\right)\right\}$.

We may also consider a more general set of bijective maps $\mathrm{GI}\left(G, G^{\prime}\right)$ that relate two graphs that are considered equivalent in a sense that is more general than isomorphism. For example, we may define $\operatorname{GI}\left(G, G^{\prime}\right)$ to consider graph isomorphisms that ignore edge labels (e.g. bond types) or that identify certain aspects of vertex labels (e.g. by ignoring charges). In [41], for example, bond-types were ignored to accommodate resonance structure with delocalized electrons. Since $\phi \in \operatorname{GI}\left(G, G^{\prime}\right)$ is bijective, there is a uniquely defined $\operatorname{map} \phi^{-1}: V\left(G^{\prime}\right) \rightarrow V(G)$ such that $\varphi^{-1} \circ \varphi=\iota_{G}$, where $\iota_{G}: V(G) \rightarrow V(G), x \mapsto \iota(x)=x$ is the identity on $G$. We will assume that these sets of structure-preserving maps have the following properties:
(i) If $\phi \in \operatorname{GI}\left(G, G^{\prime}\right)$ and $\psi \in \operatorname{GI}\left(G^{\prime}, G^{\prime \prime}\right)$ then $\psi \circ \phi \in \operatorname{GI}\left(G, G^{\prime \prime}\right)$
(ii) If $\phi \in \mathrm{GI}\left(G, G^{\prime}\right)$ then $\phi^{-1} \in \mathrm{GI}\left(G^{\prime}, G\right)$

Clearly, (graph) isomorphisms $\operatorname{ISO}\left(G, G^{\prime}\right)$ satisfy these requirements. We therefore call the maps in $\operatorname{GI}\left(G, G^{\prime}\right)$ the generalized isomorphisms from $G$ to $G^{\prime}$.

One easily checks that $\phi^{-1} \circ \phi=\iota_{G} \in \mathrm{GI}(G, G)$, and $\mathrm{GI}(G, G)$ is closed under composition of maps and forming inverse maps. Thus ( $\mathrm{GI}(G, G), \circ$ ) is a group acting on $V(G)$. Its orbits determine an associated equivalence relation on $V(G)$. In applications to molecular graphs, this relation identifies chemically equivalent atoms.

Conceptually, two maps $\alpha: V(G) \rightarrow V(H)$ and $\beta: V\left(G^{\prime}\right) \rightarrow V\left(H^{\prime}\right)$ are equivalent if there is a "renumbering" of $G$ and $H$ that makes $\alpha$ and $\beta$ the "same". More formally, the renumbering on $G$ and $H$ corresponds to
two generalized isomorphisms $\varphi: V(G) \rightarrow V\left(G^{\prime}\right)$ and $\psi: V(H) \rightarrow V\left(H^{\prime}\right)$ such that, for all $x \in V(G)$, we have $\psi(\alpha(x))=\beta(\varphi(x))$.

Definition 1. Two maps $\alpha: V(G) \rightarrow V(H)$ and $\beta: V\left(G^{\prime}\right) \rightarrow V\left(H^{\prime}\right)$ are equivalent, in symbols $\alpha \equiv \beta$ if there is $\varphi \in \mathrm{GI}\left(G, G^{\prime}\right)$ and $\psi \in \operatorname{GI}\left(H, H^{\prime}\right)$ such that $\psi \circ \alpha=\beta \circ \varphi$.

Note as well that $\alpha \equiv \beta$ implies $\operatorname{GI}\left(G, G^{\prime}\right) \neq \emptyset$ and $\operatorname{GI}\left(H, H^{\prime}\right) \neq \emptyset$.
Lemma 1. Equivalence of maps, $\equiv$, is an equivalence relation.
Proof. The relation $\equiv$ is reflexive since by assumption $\iota_{G} \in \mathrm{GI}(G, G)$ and $\iota_{H} \in \operatorname{GI}(H, H)$ and and $\alpha=\iota_{H} \circ \alpha=\alpha \circ \iota_{G}=\alpha$. From $\alpha \equiv \beta$, i.e., $\psi \circ \alpha=\beta \circ \varphi$ we obtain $\alpha \circ \varphi^{-1}=\psi^{-1} \circ \beta$. Clearly $\varphi^{-1}: V\left(G^{\prime}\right) \rightarrow V(G)$ and $\psi^{-1}: V\left(H^{\prime}\right) \rightarrow V(H)$ are graph isomorphisms, and thus $\beta \equiv \alpha$. Finally, consider $\alpha \equiv \beta$ and $\beta \equiv \gamma$ with $\gamma: V\left(G^{\prime \prime}\right) \rightarrow V\left(H^{\prime \prime}\right), G^{\prime} \simeq G^{\prime \prime}$, and $H^{\prime} \simeq H^{\prime \prime}$. By definition, there are isomorphisms $\zeta: V\left(G^{\prime}\right) \rightarrow V\left(G^{\prime \prime}\right)$ and $\xi: V\left(H^{\prime}\right) \rightarrow V\left(H^{\prime \prime}\right)$ such that $\xi \circ \beta=\gamma \circ \zeta$. Using $\psi \circ \alpha \circ \varphi^{-1}=\beta$ we obtain $(\xi \circ \psi) \circ \alpha=\gamma \circ(\zeta \circ \varphi)$, where $\xi \circ \psi: V(H) \rightarrow V\left(H^{\prime \prime}\right)$ and $\zeta \circ \varphi: V(G) \rightarrow V\left(G^{\prime \prime}\right)$ are generalized isomorphisms. Thus $\alpha \equiv \gamma$.

If $\alpha$ and $\beta$ are bijective, we can rewrite $\psi \circ \alpha=\beta \circ \varphi$ as $\psi=\beta \circ \varphi \circ \alpha^{-1}$. Def. 1 then can be rephrased in the following form:

Lemma 2. Let $\alpha: V(G) \rightarrow V(H)$ and $\beta: V(G) \rightarrow V(H)$ be bijective maps. Then $\alpha \equiv \beta$ if and only if there is $\varphi \in \mathrm{GI}\left(G, G^{\prime}\right)$ such that $\beta \circ \varphi \circ$ $\alpha^{-1} \in \mathrm{GI}\left(H, H^{\prime}\right)$.

Thus $\alpha \equiv \beta$ can be checked by enumerating all generalized isomorphisms $\varphi \in \operatorname{GI}\left(G, G^{\prime}\right)$ and then checking whether $\beta \circ \varphi \circ \alpha^{-1} \in \operatorname{GI}\left(H, H^{\prime}\right)$ for at least one $\varphi \in \operatorname{GI}\left(G, G^{\prime}\right)$. This, however, appears unpleasantly complicated. Furthermore, the idea is applicable only to bijective maps.

### 2.2 Reduction to graph isomorphism

In order to address the computational problem of determining the equivalence of two maps, we translate the question into a graph-theoretical problem. More precisely, we encode $\alpha: V(G) \rightarrow V(H)$ in a simple, suitable labeled graph $\Gamma(G, H, \alpha)$, see Fig. 3, as follows:

Definition 2. Let $(G, H, \alpha)$ be a triple comprising two vertex and edge labeled graphs $G$ and $H$ linked by an arbitrary map $\alpha: V(G) \rightarrow V(H)$. Then the auxiliary graph $\Gamma(G, H, \alpha)$ has vertex set $V(G) \cup V(H)$, edge set $E(G) \cup E(H) \cup E(\alpha)$ where $E(\alpha):=\{x \alpha(x) \mid x \in V(G)\}$, vertex labels $\left(a_{G}(x), 1\right)$ for $x \in V(G)$ and $\left(a_{H}(x), 2\right)$ for $x \in V(H)$ and edge labels $b(e)=b_{G}(e)$ if $e \in E(G), b(e)=b_{H}(e)$ if $e \in E(H)$, and $b(e)=*$ with $*$ distinct from the vertex labels in $G$ and $H$, if $e \in E(\alpha)$.

To see that this graph indeed unambiguously encode the map $\alpha$ : $V(G) \rightarrow V(H)$, consider the class $\mathfrak{G}$ of labeled graphs with following properties:
(i) $V=V_{1} \uplus V_{2}$, where $V_{1}$ and $V_{2}$ are distinguished by labels of the form $a(x)=\left(a^{\prime}(x), 1\right)$ if $x \in V_{1}$ and $a(x)=\left(a^{\prime}(x), 2\right)$ if $x \in V_{1}$.
(ii) Every $x \in V_{1}$ is adjacent to exactly one neighbor $y_{x} \in V_{2}$.
(iii) $b(x y)=*$ for all edges $x y \in E$ with $x \in V_{1}$ and $y \in V_{2}$.

Lemma 3. Let $\Gamma \in \mathfrak{G}$. Then there are unique labeled graphs $G$ and $H$ and a unique map $\alpha: V(G) \rightarrow V(H)$ such that $\Gamma=\Gamma(G, H, \alpha)$.

Proof. Starting from $\Gamma \in \mathfrak{G}$, we construct $G, H$, and $\alpha$ explicitly. Condition (i) implies that the vertex labels completely determine the bipartition $V(\Gamma)=V_{1} \cup V_{2}$ such that $a_{\Gamma}(x)=\left(a^{\prime}(x), 1\right)$ for $x \in V_{1}$ and $a_{\Gamma}(x)=\left(a^{\prime}(x), 2\right)$ for $x \in V_{2}$. We obtain the induced subgraphs $G=\Gamma\left[V_{1}\right]$ and $H=\Gamma\left[V_{2}\right]$ with vertex labels $a_{G}=a^{\prime}(x)$ for all $x \in V_{1}$ and $a_{H}=a^{\prime}(x)$ for all $x \in V_{2}$ and edge labels $b_{G}(e)=b_{\Gamma}(e)$ for $e \in E(G)$ and $b_{H}(e)=b_{\Gamma}(e)$ for $e \in E(H)$. Property (ii) stipulates that for every $x \in V_{1}=V(G)$ there is $y_{x} \in V_{2}=V(H)$. Thus $\alpha(x):=y_{x}$ for all $x \in V_{1}$ defines a map $\alpha: V(G) \rightarrow V(H)$. This defines the desired triple $(G, H, \alpha)$. One easily checks that $\Gamma(G, H, \alpha)$ is the graph with $V_{1}=V(G), V_{2}=V(G)$, vertex labels $a(x)=\left(a^{\prime}(x), 1\right)$ for $x \in V_{1}$ and $a(x)=\left(a^{\prime}(x), 2\right)$ for $x \in V_{2}$, edge set $E=E(G) \cup E(H) \cup\{x y \mid x \in V(G), y \in V(H)\}$, and edge labels $b(e)=b_{\Gamma}(e)$ for $e \in E(G) \cup E(H)$ and $b(x y)=b_{\Gamma}(x y)=*$ for $x \in V_{1}$ and $y \in V_{1}$. Thus $\Gamma(G, H, \alpha)=\Gamma$.
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Figure 3. Atom maps and their equivalent graphs. Top: reaction of the L-aspartate to fumarate and $\mathrm{NH}_{4}{ }^{+}$, as in Fig. 1. Below, the chemically correct atom map $\alpha$ is shown, using dotted lines to connect corresponding atom. For simplicity of the presentation, the ammonium hydrogens are also suppresses in the auxiliary graphs below. $\Gamma(G, H, \alpha)$ is shown with vertices and edges of $G$ in gray, vertices and edges of $H$ in black, and the matching $E(\alpha)$ as dotted lines. In $\Upsilon(G, H, \alpha)$, vertices and edges with the same label in both $G$ and $H$ are drawn as full lines, while "reaction edges" are shown as dotted lines annotated by the corresponding label pairs: (=, -) denotes a change from a double bond to a single bond and $(-, *)$ denotes the breaking of the single bond.

The relationship between $(G, H, \alpha)$ and $\Gamma(G, H, \alpha)$ preserves the identity of the vertices is i.e., we are not considering isomorphisms in this step. Thus $\Gamma(G, H, \alpha)$ is a faithful representation of the graphs $G$ and $H$ and the map connecting their vertex sets. Moreover, $\Gamma$ contains $G$ and $H$ as induced subgraphs determined by the vertex sets with second coordinate of the vertex label being ' 1 ' and ' 2 ', respectively (shown in gray and black in Fig. 3). Furthermore, $E(\alpha)$ is a matching in $\Gamma(G, H, \alpha)$ whenever $\alpha$ is injective. Clearly, the matching $E(\alpha)$ is perfect if and only if $\alpha$ is bijective.

Theorem 1. Suppose $G \simeq G^{\prime}$ and $H \simeq H^{\prime}$. Then two maps $\alpha: V(G) \rightarrow$ $V(H)$ and $\beta: V\left(G^{\prime}\right) \rightarrow V\left(H^{\prime}\right)$ are equivalent if and only if their labeled auxiliary graphs are isomorphic, i.e., if and only if $\Gamma(G, H, \alpha) \simeq$ $\Gamma\left(G^{\prime}, H^{\prime}, \beta\right)$.

Proof. First suppose $\alpha: V(G) \rightarrow V(H)$ and $\beta: V\left(G^{\prime}\right) \rightarrow V\left(H^{\prime}\right)$ are equivalent, i.e., there are isomorphisms $\varphi \in \operatorname{ISO}\left(G, G^{\prime}\right)$ and $\psi \in \operatorname{ISO}\left(H, H^{\prime}\right)$ such that $\psi \circ \alpha=\beta \circ \varphi$. We claim that the union $\zeta:=\varphi \cup \psi$ defined by $\zeta(x)=\varphi(x)$ if $x \in V(G)$ and $\zeta(x)=\psi(x)$ if $x \in V(H)$ is an isomorphism $\zeta \in \operatorname{ISO}(\Gamma)$. Consider two vertices $p, q \in V(\Gamma)$ and their images $p^{\prime}:=\zeta(p)$ and $q^{\prime}:=\zeta(q)$. If $p, q \in V(G)$, then $p^{\prime}=\varphi(p)$ and $q^{\prime}=\varphi(q)$. Since $\varphi \in \operatorname{ISO}\left(G, G^{\prime}\right)$, we have $p q \in E(\Gamma)$ if and only if $p^{\prime} q^{\prime} \in E\left(\Gamma^{\prime}\right)$ and edge and vertex labels are preserved. An analogous result holds for $p, q \in V(H)$. Now let $p \in V(G)$ and $q \in V(H)$. Then $p q \in E(\Gamma)$ if and only if $q=\alpha(p)$. Consider the images of $\zeta(p)$ and $\zeta(q)$ in $\Gamma^{\prime}$. We have by construction $p^{\prime}:=\zeta(p)=\varphi(p)$ and $q^{\prime}:=\zeta(q)=\psi(q)$. Suppose $q=\alpha(p)$. Then $q^{\prime}=\psi(\alpha(p))=\beta(\varphi(p))=\beta\left(p^{\prime}\right)$, and thus $p^{\prime} q^{\prime} \in E\left(\Gamma^{\prime}\right)$. Note that there is no other edge $p^{\prime} q^{\prime \prime}$ with $p^{\prime} \in V\left(G^{\prime}\right)$ and $q^{\prime \prime} \in V\left(H^{\prime}\right)$. Thus for given $p$, we have $\zeta(p) \zeta(q) \in E\left(\Gamma^{\prime}\right)$ if and only if $p q \in E(\Gamma)$. We have already see that $\zeta$ preserved all vertex labels and the edge lables on $E(G)$ and $E(H)$; hence it remains to demonstrate that $\zeta$ also preserves the remaining edge labels: Since $p^{\prime} \in V\left(G^{\prime}\right)$ and $q^{\prime} \in V\left(H^{\prime}\right)$, we have $b_{\Gamma^{\prime}}\left(p^{\prime} q^{\prime}\right)=*=b_{\Gamma}(p q)$. In summary, $\zeta: V(\Gamma) \rightarrow V\left(\Gamma^{\prime}\right)$ is a labeled graph isomorphism.

For the converse, suppose $\zeta: V(\Gamma) \rightarrow V\left(\Gamma^{\prime}\right)$ is an isomorphism, i.e., $\zeta \in$ $\operatorname{ISO}\left(\Gamma, \Gamma^{\prime}\right)$. First note that, by construction of the vertex labels, $V(G)$ and $V\left(G^{\prime}\right)$ are identifiable by labels of the form $(\cdot, 1)$, while $V(H)$ and $V\left(H^{\prime}\right)$
have vertex labels of the form $(\cdot, 2)$. Since $\zeta$ by assumption preserves vertex labels, it maps $V(G)$ to $V\left(G^{\prime}\right)$ and $V(H)$ to $V\left(H^{\prime}\right)$. Thus the restrictions $\zeta_{G}$ and $\zeta_{H}$ defined by $\zeta_{G}(x)=\zeta(x)$ for $x \in V(G)$ and $\zeta_{H}(x)=\zeta(x)$ for $x \in V(H)$ are isomorphisms of labeled graphs: $\zeta_{G} \in \operatorname{ISO}\left(G, G^{\prime}\right)$ and $\zeta_{H} \in \operatorname{ISO}\left(H, H^{\prime}\right)$. Now consider an edge $e \in E(\Gamma)$ that connects $V(G)$ and $V(H)$. By definition of the auxiliary graphs, $b_{\Gamma}(e)=*$, i.e., $e \in E(\alpha)$. By assumption we have $e=x y$ where $x$ is a vertex with $a(x)=(\cdot, 1)$ and thus $x \in V(G)$ and $y$ is a vertex with $a(y)=(\cdot, 2)$ and thus $y \in V(G)$. Therefore we have $\alpha(x)=y$. Since $\zeta$ is an isomorphism, $x^{\prime} y^{\prime}:=\zeta(x) \zeta(y) \in E\left(\Gamma^{\prime}\right)$, again with label $*$ and thus $x^{\prime} y^{\prime} \in E(\beta)$. Since $\zeta(x)=\zeta_{G}(x) \in V\left(G^{\prime}\right)$ and $\zeta(y)=\zeta_{H}(y) \in V\left(H^{\prime}\right)$, we conclude that $y^{\prime}=\beta\left(x^{\prime}\right)$. This can be rewritten as $\beta(\zeta(x))=\zeta(y)$ and $\beta\left(\zeta_{G}(x)\right)=\zeta_{H}(y)$. Inserting $y=\alpha(x)$ finally yields $\beta\left(\zeta_{G}(x)\right)=\zeta_{H}(\alpha(x))$. By construction of $\Gamma$, there is an edge $x y$ with $y \in V(H)$ for every $x \in V(G)$. Thus $\zeta_{H} \circ \alpha=\beta \circ \zeta_{G}$. Finally, $\zeta_{G} \in \operatorname{ISO}\left(G, G^{\prime}\right)$ and $\zeta_{H} \in \operatorname{ISO}\left(H, H^{\prime}\right)$ implies $\alpha \equiv \beta$.

Thm. 1 has useful computational implications. First we note that given $G, H$, and $\alpha$, the auxiliary graph $\Gamma(G, H, \alpha)$ can be constructed in linear time, since it only requires the insertion of mapping edges $E(\alpha)$ and a relabeling of the vertices of $V(G)$ and $V(H)$ to ensure the distinction of pre-image and image. The graph isomorphism problem, which is the name sake for the class of GI-complete computational problems [33], is computationally equivalent to the problem of computing generators of the automorphism group of a graph [30]. This can be solved in quasi-polynomial time for general graphs [6]. The graphs appearing in chemistry as models of molecules, moreover, have bounded degrees. This remains true for the auxiliary graph $\Gamma(G, H, \alpha)$, whose degree is bounded by the maximal degrees of $G$ and $H$ plus 1 . In this restricted case, graph isomorphism is solvable in polynomial time [31]. Furthermore, highly efficient practical implementations of graph isomorphism tests have become available [5, 34], see [18] for a recent review. Thm. 1 therefore reduces the map equivalence problem to a labeled graph isomorphism problem that can be solved efficiently for most practical applications in chemistry.

## 3 Equivalent atom maps and ITSs

### 3.1 Equivalence of bijective maps

The fact that $\alpha$ and $\beta$ are bijective makes it possible to simplify $\Gamma(G, H, \alpha)$ further. To this end we first associate the information that $e \in E(\Gamma)$ is contained in $E(G)$ or $E(H)$ explicitly with the edge by replacing the edge label $b(x y)$ by $(b(x y), i)$ if both $a(x)=\left(a^{\prime}(x), i\right)$ and $a(y)=\left(a^{\prime}(y), i\right)$ for $i=1,2$, i.e., $x y \in E(G)$ and $x y \in E(H)$, respectively. Denote the auxiliary graph with these augmented edge labels by $\hat{\Gamma}(G, H, \alpha)$. Clearly $\zeta \in \operatorname{ISO}\left(\Gamma, \Gamma^{\prime}\right)$ if and only if $\zeta \in \operatorname{ISO}\left(\hat{\Gamma}, \hat{\Gamma}^{\prime}\right)$. To see this, it suffices to note that $\zeta \in \operatorname{ISO}\left(\Gamma, \Gamma^{\prime}\right)$ satisfies $\zeta(x) \in V\left(G^{\prime}\right)$ for $x \in V(G)$ and $\zeta(x) \in V\left(H^{\prime}\right)$ for $x \in V(H)$ and thus $b_{\Gamma}(x y)=b_{\Gamma}(\zeta(x) \zeta(y))$ implies $b_{\hat{\Gamma}}(x y)=b_{\hat{\Gamma}}(\zeta(x) \zeta(y))$, i.e., the augmented labeling does not break any isomorphisms.

As a second step we construct another graph $\hat{\Upsilon}(G, H, \alpha)$ from $\hat{\Gamma}(G, H$, $\alpha$ ) by contracting the matching $E(\alpha)$, see Fig. 3. That is, we set $V(\hat{\Upsilon})=$ $V(G)$ and identify the vertices $x$ and $\alpha(x)$ and the edges $x y$ and $\alpha(x) \alpha(y)$. To keep track of the information associated with the contracted vertices, we associate with $x$ the vertex label $a_{\hat{\Upsilon}}(x):=\left(a_{\hat{\Gamma}}(x), a_{\hat{\Gamma}}(\alpha(x))\right)$ and with each edge in $x y \in E(\hat{\Upsilon})$ the following labels:
(i) $b_{\hat{\Upsilon}}(x y):=\left(b_{\hat{\Gamma}}(x y), b_{\hat{\Gamma}}(\alpha(x) \alpha(y))\right)$ if $x y \in E(\Gamma)$ and $\alpha(x) \alpha(y) \in E(\Gamma)$.
(ii) $b_{\hat{\Upsilon}}(x y):=\left(b_{\hat{\Gamma}}(x y), *\right)$ if $x y \in E(\Gamma)$ and $\alpha(x) \alpha(y) \notin E(\Gamma)$.
(iii) $b_{\hat{\Upsilon}}(x y):=\left(*, b_{\hat{\Gamma}}(\alpha(x) \alpha(y))\right)$ if $x y \notin E(\Gamma)$ and $\alpha(x) \alpha(y) \in E(\Gamma)$.

Note these three cases are mutually exclusive and cover all edges in $\hat{\Upsilon}$.
Given such a graph, we can recover $\hat{\Gamma}$ unambiguously by splitting each vertex and assigning the vertex label $(a(x), 1)$ to one copy and $(a(\alpha(x)), 2)$ to the other. Then edges with labels $b_{\hat{\Gamma}}(x y)$ are inserted between vertices $x$ and $y$ with vertex labels $\left(a_{G}(x), 1\right)$ and $\left(a_{G}(y), 1\right)$ and edges $b_{\hat{\Gamma}}(\alpha(x) \alpha(y))$ are inserted between vertices $\alpha(x)$ and $\alpha(y)$ with vertex labels $\left(a_{H}(\alpha(x))\right.$, 2) and $\left(a_{H}(\alpha(y)), 2\right)$. No edges are inserted for labels of the form $(*, \cdot)$ between the first type of vertices. Correspondingly edges with labels of the
form $(\cdot, *)$ are ignored with regard to the second type of vertices. Clearly, this construction recovers $\hat{\Gamma}$ from $\hat{\Upsilon}$.

Lemma 4. Suppose $\alpha: V(G) \rightarrow V(H)$ and $\beta: V\left(G^{\prime}\right) \rightarrow V\left(H^{\prime}\right)$ are bijective. Then $\hat{\Gamma}(G, H, \alpha) \simeq \hat{\Gamma}\left(G^{\prime}, H^{\prime}, \beta\right)$ if and only if $\hat{\Upsilon}(G, H, \alpha) \simeq$ $\hat{\Upsilon}\left(G^{\prime}, H^{\prime}, \beta\right)$.

Proof. We verify that every isomorphism in $\operatorname{ISO}\left(\hat{\Gamma}(G, H, \alpha), \hat{\Gamma}\left(G^{\prime}, H^{\prime}, \beta\right)\right)$ can be translated into an isomorphism in $\operatorname{ISO}\left(\hat{\Upsilon}(G, H, \alpha), \hat{\Upsilon}\left(G^{\prime}, H^{\prime}, \beta\right)\right)$ and vice versa.
Claim 1. If $\zeta \in \operatorname{ISO}\left(\hat{\Gamma}(G, H, \alpha), \hat{\Gamma}\left(G^{\prime}, H^{\prime}, \beta\right)\right)$, then the restriction $\zeta_{G}$ of $\zeta$ to $V(G)$ satisfies $\zeta_{G} \in \operatorname{ISO}\left(\hat{\Upsilon}(G, H, \alpha), \hat{\Upsilon}\left(G^{\prime}, H^{\prime}, \beta\right)\right)$.

Proof of the Claim. The vertex labels in $\hat{\Gamma}:=\hat{\Gamma}(G, H, \alpha)$ and $\hat{\Gamma}^{\prime}:=$ $\hat{\Gamma}\left(G^{\prime}, H^{\prime}, \alpha\right)$ unambiguously identify $V(G), V(H), V\left(G^{\prime}\right)$ and $V\left(H^{\prime}\right)$, respectively and ensure that the restriction $\zeta_{G}$ of $\zeta$ to $V(G)$ is a map $\zeta_{G}: V(G) \rightarrow V\left(G^{\prime}\right)$. By Thm. 1 furthermore, $\alpha$ and $\beta$ are equivalent since $\zeta$ is an isomorphism, thus we have $\zeta(\alpha(x))=\beta(\zeta(x))$ and hence $\zeta_{G}(\alpha(x))=\beta\left(\zeta_{G}(x)\right)$ for all $x \in V(G)$ since we identified $x$ and $\alpha(x)$.

First we show that $\zeta_{G}$ preserves vertex labels. Using $\zeta_{G}(x)=\zeta(x)$, $a_{G^{\prime}}(\zeta(x))=a_{G}(x)$, and $a_{H^{\prime}}(\zeta(\alpha(x)))=a_{H^{\prime}}(\beta(\zeta(x)))=a_{H}(\alpha(x))$ together with the definition of the vertex labels in $\hat{\Upsilon}^{\prime}:=\hat{\Upsilon}\left(G^{\prime}, H^{\prime}, \beta\right)$ yield $a_{\hat{\Upsilon}^{\prime}}\left(\zeta_{G}(x)\right)=\left(\left(a_{G^{\prime}}\left(\zeta_{G}(x)\right), 1\right),\left(a_{H^{\prime}}\left(\beta\left(\zeta_{G}(x)\right)\right), 2\right)\right)=$ $\left(\left(a_{G}(x), 1\right),\left(a_{H}(\alpha(x)), 2\right)\right)=a_{\hat{\Upsilon}}(x)$ for all $x \in V(G)$.

Suppose $x, y \in V(G), x \neq y$ and $x y \notin E(\hat{\Upsilon})$. Then by construction $x y \notin E(\hat{\Gamma})$ and $\alpha(x) \alpha(y) \notin E(\hat{\Gamma})$ and thus $\zeta(x) \zeta(y) \notin E\left(\hat{\Gamma}^{\prime}\right)$ and $\alpha(\zeta(x)) \alpha(\zeta(y))=\zeta(\beta(x)) \zeta\left(\beta(y) \notin E\left(\hat{\Gamma}^{\prime}\right)\right.$, which, by definition of $\hat{\Upsilon}^{\prime}$ implies $\zeta_{G}(x) \zeta_{G}(y) \notin E\left(\hat{\Upsilon}^{\prime}\right)$. On the other hand, if $x y \in E(\hat{\Upsilon})$ then $x y \in$ $E(\hat{\Gamma})$ or $\alpha(x) \alpha(y) \in E(\hat{\Gamma})$ and hence $\zeta(x) \zeta(y) \in E\left(\hat{\Gamma}^{\prime}\right)$ or $\alpha(\zeta(x)) \alpha(\zeta(y))=$ $\zeta(\beta(x)) \zeta(\beta(y)) \in E\left(\hat{\Gamma}^{\prime}\right)$, which in turn implies $\zeta_{G}(x) \zeta_{G}(y) \in E\left(\hat{\Upsilon}^{\prime}\right)$. For the edge labels we observe $b_{\hat{\Gamma}^{\prime}}\left(\zeta_{G}(x) \zeta_{G}(y)\right)=b_{\hat{\Gamma}}(x y)$ whenever $x y \in E\left(\hat{\Gamma}^{\prime}\right)$ and $b_{\hat{\Gamma}^{\prime}}\left(\beta\left(\zeta_{G}(x)\right) \beta\left(\zeta_{G}(y)\right)\right)=b_{\hat{\Gamma}^{\prime}}\left(\zeta_{G}(\alpha(x)) \zeta_{G}(\alpha(y))\right)=b_{\hat{\Gamma}^{\prime}}(\alpha(x) \alpha(y))$ whenever $\alpha(x) \alpha(y) \in E(\hat{\Gamma})$. Since $x y \in E(\hat{\Gamma})$ iff $\zeta_{G}(x) \zeta_{G}(y) \in E\left(\hat{\Gamma}^{\prime}\right)$ and $\alpha(x) \alpha(y) \in E(\hat{\Gamma})$ iff $\beta\left(\zeta_{G}(x)\right) \beta\left(\zeta_{G}(y)\right) \in E\left(\hat{\Gamma}^{\prime}\right)$, we see that $\zeta_{G}$ also preserves the edge labels of the form $\left(b_{\hat{\Gamma}}(x y), *\right)$ and $\left(*, b_{\hat{\Gamma}}(\alpha(x) \alpha(y))\right)$. We conclude that $\zeta_{G} \in \operatorname{ISO}\left(\hat{\Upsilon}, \hat{\Upsilon}^{\prime}\right)$.

Claim 2. Let $\xi \in \operatorname{ISO}\left(\hat{\Upsilon}(G, H, \alpha), \hat{\Upsilon}\left(G^{\prime}, H^{\prime}, \beta\right)\right)$ and let $\theta: V(\hat{\Gamma}) \rightarrow V\left(\hat{\Gamma}^{\prime}\right)$ be the map defined by $\theta(x)=\xi(x)$ for $x \in V(G)$ and $\theta(y):=\beta\left(\xi\left(\alpha^{-1}(y)\right)\right)$ for $y \in V(H)$. Then $\theta \in \operatorname{ISO}\left(\hat{\Gamma}(G, H, \alpha), \hat{\Gamma}\left(G^{\prime}, H^{\prime}, \beta\right)\right)$.
Proof of the Claim. First we note that $a_{\hat{\Upsilon}}(x)=\left(\left(a_{G}(x), 1\right),\left(a_{H}(\alpha(x)), 2\right)\right)$ and thus $a_{\hat{\Gamma}}(x)=a_{G}(x)$ for $x \in V(G)$ and $a_{\hat{\Gamma}}(\alpha(x))=a_{H}(\alpha(x))$ for $x \in V(G)$. For $x \in V(G)$ we have $a_{\hat{\Gamma}^{\prime}}(\theta(x))=a_{\hat{\Gamma}^{\prime}}(\xi(x))=a_{\hat{\Gamma}}(x)$. Since for every $z \in V(H)$ there is $x \in V(G)$ with $z=\alpha(x)$. Thus for $z \in V(H)$ there is a unique $x=\alpha^{-1}(z)$ with vertex label $\left(\left(a_{G}(x), 1\right),\left(a_{H}(z), 2\right)\right)$. It is mapped to $\xi(x)=\xi\left(\alpha^{-1}(z)\right)$ with label $\left(\left(a_{G^{\prime}}(\xi(x)), 1\right),\left(a_{H^{\prime}}(\beta(\xi(x)), 2)\right)\right.$. Since $\xi$ is an isomorphism, it preserves vertex labels and thus $a_{\hat{\Gamma}}(z)=$ $a_{\hat{\Gamma}^{\prime}}(\beta(\xi(x)))=a_{\hat{\Gamma}^{\prime}}\left(\beta\left(\xi\left(\alpha^{-1}(z)\right)\right)\right)=a_{\hat{\Gamma}^{\prime}}(\theta(z))$.

Now consider two distinct vertices $x, y \in V(\hat{\Gamma})$. If $x \in V(G)$ and $y \in V(H)$ then $x y \in E(\hat{\Gamma})$ if and only if $y=\alpha(x)$. In this case we have $\theta(x) \theta(y)=\xi(x) \beta\left(\xi\left(\alpha^{-1}(y)\right)\right)=\xi(x) \beta(\xi(x))$, and thus $\theta(x) \theta(y) \in E\left(\hat{\Gamma}^{\prime}\right)$. For given $x \in V(G)$, this is the only edge $x u \in E\left(\hat{\Gamma}^{\prime}\right)$ with $u \in V(H)$. Next suppose $x, y \in V(G)$. Then $x y \in E(\hat{\Gamma})$ if $x y \in E(\hat{\Upsilon})$ and the edge label has first coordinate $b_{G}(x y)$, i.e., $b_{\hat{\Gamma}}(x y)=b_{G}(x y)$. Then $\theta(x) \theta(y)=\xi(x) \xi(y) \in$ $E\left(\hat{\Upsilon}^{\prime}\right)$ with first coordinate of the label $b_{\hat{\Gamma}^{\prime}}(\xi(x) \xi(y))=b_{G^{\prime}}(\xi(x) \xi(y))=$ $b_{G}(x y)$. Hence we have $b_{\hat{\Gamma}^{\prime}}(\theta(x) \theta(y))=b_{\hat{\Gamma}}(x y)$. Now consider $\bar{x}=\alpha(x)$ and $\bar{y}=\alpha(y)$. Then $\bar{x} \bar{y} \in E(\hat{\Gamma})$ if $x y \in E(\hat{\Upsilon})$ and the second coordinate of the edge label is $b_{H}(\alpha(x) \alpha(y))$. Then $\beta(\xi(x)) \beta(\xi(y)) \in E\left(\hat{\Upsilon}^{\prime}\right)$ with second coordinate of the edge label $b_{\hat{\Gamma}^{\prime}}(\beta(\xi(x)) \beta(\xi(y)))=b_{H}(\alpha(x) \alpha(y))$ since $\xi$ is an isomorphism. Since $\alpha$ is a bijection, there are unique $\bar{x}, \bar{y} \in V(H)$ such that $x=\alpha^{-1}(\bar{x})$ and $y=\alpha^{-1}(y)$. Thus we have $b_{\hat{\Gamma}^{\prime}}(\theta(\bar{x}) \theta(\bar{y}))=$ $b_{\hat{\Gamma}^{\prime}}\left(\beta\left(\xi\left(\alpha^{-1}(\bar{x})\right)\right) \beta\left(\xi\left(\alpha^{-1}(\bar{y})\right)\right)\right)=b_{H}(\bar{x} \bar{y})$ for all $\bar{x} \bar{y} \in E(H)$. It follows that $\theta \in \operatorname{ISO}\left(\hat{\Gamma}, \hat{\Gamma}^{\prime}\right)$.

By Claim 1, $\hat{\Gamma}(G, H, \alpha) \simeq \hat{\Gamma}\left(G^{\prime}, H^{\prime}, \beta\right)$ yields $\Upsilon(G, H, \alpha) \simeq \Upsilon\left(G^{\prime}, H^{\prime}\right.$, $\beta$. Conversely, $\hat{\Upsilon}(G, H, \alpha) \simeq \hat{\Upsilon}\left(G^{\prime}, H^{\prime}, \beta\right)$ implies $\hat{\Gamma}(G, H, \alpha) \simeq \hat{\Gamma}\left(G^{\prime}, H^{\prime}\right.$, $\beta$ ) because of Claim 2, and thus the assertion of the Lemma.

We summarize the discussion of this section as follows:
Theorem 2. Suppose $G \simeq G^{\prime}$ and $H \simeq H^{\prime}$ and $\alpha: V(G) \rightarrow V(H)$ and $\beta: V\left(G^{\prime}\right) \rightarrow V\left(H^{\prime}\right)$ are bijective. Then $\alpha \equiv \beta$ if and only if the labeled auxiliary graphs $\hat{\Upsilon}(G, H, \alpha)$ and $\hat{\Upsilon}\left(G^{\prime}, H^{\prime}, \beta\right)$ are isomorphic.

Proof. By Thm. 1 we have $\alpha \equiv \beta$ iff $\Gamma(G, H, \alpha) \simeq \Gamma\left(G^{\prime}, H^{\prime}, \beta\right)$, which in turn is equivalent with $\hat{\Gamma}(G, H, \alpha) \simeq \hat{\Gamma}\left(G^{\prime}, H^{\prime}, \beta\right)$, and by Lemma 4 , this condition in turn holds if and only if $\hat{\Upsilon}(G, H, \alpha) \simeq \hat{\Upsilon}\left(G^{\prime}, H^{\prime}, \beta\right)$.

### 3.2 Equivalence of atom maps

From a practical point of view, the most important application of map equivalence is the comparison of atom maps.

Definition 3. An atom map $\alpha: V(G) \rightarrow V(H)$ is a bijective map that preserves vertex labels, i.e., $a_{H}(\alpha(x))=a_{G}(x)$ for all $x \in V(G)$.

Two atom maps $\alpha$ and $\beta$ are "chemically the same", if the graphs $G$ and $H$ can be renumbered in such a way that $\alpha$ and $\beta$ coincide, i.e., if $\alpha \equiv \beta$ for a pair of isomorphic reactant and product graphs $G \simeq G^{\prime}$ and $H \simeq H^{\prime}$, respectively.

Now suppose $\alpha: V(G) \rightarrow V(H)$ is not only bijective but also preserves vertex labels, $\alpha$ is an atom map. Then we have
$a_{\hat{\Upsilon}}(x)=\left(\left(a_{G}(x), 1\right),\left(a_{H}(\alpha(x)), 2\right)\right)=\left(\left(a_{G}(x), 1\right),\left(a_{G}(x), 2\right)\right)$,
i.e., the vertex label is already completely determined by $a_{G}(x)$. We may therefore simplify the vertex labels and obtain $\Upsilon$ from $\hat{\Upsilon}$ by setting $a_{\Upsilon}(x)=$ $\tilde{a}$ whenever $a_{\hat{\Upsilon}}(x)=((\tilde{a}, 1),(\tilde{a}, 2))$. It is obvious that the relabeling does not affect isomorphisms.

Tracing back the stepwise construction of $\Upsilon(G, H, \alpha)$ and noting that $b_{\hat{\Gamma}}(x y)=b_{G}(x y)$ for $x y \in E(G)$ and $b_{\hat{\Gamma}}(x y)=b_{H}(\alpha(x) \alpha(y))$ for $\alpha(x) \alpha(y) \in$ $E(H)$ yields the following observation:

Lemma 5. Let $\alpha: V(G) \rightarrow V(H)$ be an an atom map. Then $\Upsilon(G, H, \alpha)$ is the graph with vertex set $V(G)$, vertex labels $a_{\Upsilon}(x)=a_{G}(x)$ for all $x \in V(G)$, an edges $x y \in E(\Upsilon)$ if and only if $x y \in G$ or $\alpha(x) \alpha(y) \in E(H)$, and edge labels

$$
b(x y)= \begin{cases}\left(b_{G}(x y), b_{H}(\alpha(x) \alpha(y))\right) & \text { if } x y \in E(G) \text { and } \alpha(x) \alpha(y) \in E(H) \\ \left(b_{G}(x y), *\right) & \text { if } x y \in E(G) \text { and } \alpha(x) \alpha(y) \notin E(H) \\ \left(*, b_{H}(\alpha(x) \alpha(y))\right) & \text { if } x y \notin E(G) \text { and } \alpha(x) \alpha(y) \in E(H)\end{cases}
$$

The graph specified in Lemma 5 is (a version of) the Imaginary Transition State (ITS) and the Condensed Graph of a Reaction (CGR) [22]. The ITS was introduced by Shinsaku Fujita already in 1986 as "an extended kind of chemical structure" That encodes reactants, products, and atom mappings within a single, undirected, connected graph [14]. The CGR was proposed a decade ago [22] as a condensed representation of chemical reaction with machine learning applications in mind. Both graphs are essentially the same, apart from details of the convention used to annotate the changing bonds. An essentially equivalent formulation in terms of the adjacency matrices of $G$ and $H$ was proposed already in 1973 [12]. We refer to $\Upsilon(G, H, \alpha)$ as ITS in the context of chemical reactions.

In chemical terms, the $\operatorname{ITS} \Upsilon(G, H, \alpha)$ provides a complete description of a chemical reaction. From Thm. 2 and Lemma 5 we obtain

Corollary 1. Let $G \simeq G^{\prime}, H \simeq H^{\prime}$ and suppose $\alpha: V(G) \rightarrow V(H)$ and $\beta: V\left(G^{\prime}\right) \rightarrow V\left(H^{\prime}\right)$ are atom maps. Then $\alpha \equiv \beta$ if and only if the ITSs $\Upsilon(G, H, \alpha)$ and $\Upsilon\left(G^{\prime}, H^{\prime}, \beta\right)$ are isomorphic.

This result provides a rigorous justification for the computational approach in [28] to compare atom maps by testing for isomorphisms of their ITSs (or CGRs). Nevertheless we should add that the authors of [28] and [36] introduced and made use of a manually curated set of reactions for their benchmarking purposes, which they refer to as Golden data set and which consists of both stoichiometrically balanced and unbalanced reactions. In our contribution we also made use of this data set for our own computational analysis, but we only employed the former type of reactions, since it should be noted that the use of the latter type is in conflict with the formal requirement now established by Cor. 1, regarding $\alpha$ and $\beta$ as bijective maps in order to properly use the ITSs (or CGRs) for the comparison of atom maps. This is of relevance for the next section.

Recall that all molecular graphs, i.e., graphs representing molecules, have bounded degree. This is trivially also true for the educt and product graph of every chemical reaction. As an immediate consequence, the ITS of any chemical reaction also has bounded degree. Since graph isomorphism can be tested in polynomial time for bounded degree [31] we have:

Corollary 2. The equivalence of two atom maps for any given chemical reactions can be decided in polynomial time.

## 4 Computational analysis

The mathematical results developed in the last sections, specifically Lemma 2, Thm. 1 and Cor. 1, can be readily converted into algorithms. With them we built the software EEquAAM (Evaluation of the Equivalence of Atom-to-Atom Maps), a computational toolkit for the automatic comparison of atom maps implemented in Python. In order to assess the practical utility of the auxiliary graphs $\Gamma(G, H, \alpha)$ and $\Upsilon(G, H, \alpha)$, respectively, we make both a direct comparison of atom maps (called ISO- $\equiv$ in the following), and isomorphism tests on both types of auxiliary graphs (referred to as AUX- $\Gamma$ and ITS- $\Upsilon$ below). To benchmark the three methods, we use both known chemical reactions and a set of artificial reactions. Since atom maps are bijective by definition, we consider only maps that represent stoichiometrically balanced reactions as input, i.e., $G$ and $H$ have the same number of vertices for each label. In the remainder of this section we describe the implementation and benchmarking of EEquAAM. The software and accompanying material is available at github [16].

### 4.1 Methodology and implementation

The three approaches are implemented in the following manner:
ISO- $\equiv \quad$ Using Lemma 2, one can test for $\alpha \equiv \beta$ by first generating all isomorphisms $\operatorname{ISO}\left(G, G^{\prime}\right)$ and $\operatorname{ISO}\left(H, H^{\prime}\right)$, computing $\psi=\beta \circ \varphi \circ \alpha^{-1}$ and checking whether $\psi \in \operatorname{ISO}\left(H, H^{\prime}\right)$. We note that one can generate $\operatorname{ISO}\left(G, G^{\prime}\right)$ by means of a single fixed isomorphism $\theta \in \operatorname{ISO}\left(G, G^{\prime}\right)$ and all the automorphisms $\eta \in \operatorname{Aut}(G)$ as $\varphi=\theta \circ \eta$. Most atom mapping tools, however, operate by assigning unique integer labels to the vertices of $G$ and $H$ such that the atom maps $\alpha$ and $\beta$ are later expressed as the identity map over these integers. Tools, and thus atom maps, differ only in the numbering of the vertices. Thus $\operatorname{ISO}\left(G, G^{\prime}\right)$ and $\operatorname{ISO}\left(H, H^{\prime}\right)$ are sets of permutations living on the same numbering of vertices. Since $\alpha$ and $\beta$
are the identity we have $\beta \circ \varphi \circ \alpha^{-1}=\varphi$ and the condition in Lemma 2 simplifies: the two atom maps are equivalent if there is a renumbering $\varphi$ that is simultaneously an isomorphism for $G \simeq G^{\prime}$ and $H \simeq H^{\prime}$, i.e.,

$$
\alpha \equiv \beta \quad \Longleftrightarrow \quad \operatorname{ISO}\left(G, G^{\prime}\right) \cap \operatorname{ISO}\left(H, H^{\prime}\right) \neq \emptyset
$$

AUX- $\Gamma \quad$ The graphs $\Gamma(G, H, \alpha)$ and $\Gamma\left(G^{\prime}, H^{\prime}, \beta\right)$ are constructed as specified in Def. 2. We then check directly for the existence of a labelpreserving isomorphism from $\Gamma(G, H, \alpha)$ to $\Gamma\left(G^{\prime}, H^{\prime}, \beta\right)$, which by Thm. 1 is equivalent to $\alpha \equiv \beta$.
ITS- $\Upsilon \quad$ The ITS graphs $\Upsilon(G, H, \alpha)$ and $\Upsilon\left(G^{\prime}, H^{\prime}, \beta\right)$ and constructed stepwise starting from the edge-less graph with double-labeled vertices. Then the edge lists of $G$ and $H$ (or $G^{\prime}$ and $H^{\prime}$, respectively) are traversed consecutively, with labels set as described in Lemma 5.

These three methods where implemented by making use of various python packages. We used Pysmiles [26] to process the input reaction SMILES. The NetworkX [19] library was used to construct and manipulate graphs. Enumeration of the isomorphism $\operatorname{ISO}\left(G, G^{\prime}\right)$ and $\operatorname{ISO}\left(H, H^{\prime}\right)$ as well as isomorphism tests for $\Gamma(G, H, \alpha) \simeq \Gamma\left(G^{\prime}, H^{\prime}, \beta\right)$ and $\Upsilon(G, H, \alpha) \simeq$ $\Upsilon\left(G^{\prime}, H^{\prime}, \beta\right)$ were performed with the implementation of the VF2 algorithm [10] available in NetworkX. This implementation in particular allows enforcing the conservation of both vertex and edge labels. Moreover, we used Numpy [21] to process running time statistics and Matplotlib [23] for the visualization of the results. The Python programs are available as part of the EEquAAM suite.

We used three representative atom-mapping tools to produce test data: (1) the Reaction Decoder Tool (RDT) [42-44] implementing four different variations of the maximal common (vertex) subgraph methodology (MCS). (2) RXNmapper (RXN) [46], described by its authors as a chemically agnostic attention-guided reaction mapper, built over a Transformer Neural Network architecture and operating on reaction SMILES. Lastly (3) GraphormerMapper [36] is also based on a Transformer Neural Network architecture. The EEquAAM suite also provides a wrapper for these tools to interact with the comparison methods mentioned above.


Figure 4. Distributions of the running times of the three methods for the comparison of atom maps for the 318 suitable reactions taken from the Golden data set.

To assess the performance of the different methods implemented in EEquAAM we first used a subset of the Golden data set, which was originally collected with the aim of benchmarking atom mapping tools $[28,36]$. The full set consists of 1851 annotated reaction SMILES for which manually curated atom maps are provided. Since the approaches taken here require bijective maps, we restricted ourselves to the subset of 318 stoichiometrically balanced reactions. Moreover, the reaction mappers produced complete atom maps for these 318 instances, providing us with 3 additional maps to be compared against each other and against the supplied manually curated one. Figure 4 summarizes the running times of the three methods implemented in EEquAAM. On this data set, ISO- $=$, AUX- $\Gamma$ and ITS- $\Upsilon$ have comparable running times, although the smaller ITS- $\Upsilon$ graphs as expected provide a small performance advantage.

A closer inspection of the test set shows, however, that the vast majority of the 318 instances has very small automorphism groups. In more than $60 \%$ of the instances $|\operatorname{Aut}(G)| \leq 4$ or $|\operatorname{Aut}(H)| \leq 4$, while automorphism groups with a size larger than 100 appear in only 6 reactions. In order to assess the effect of large automorphism groups we considered artificial reactions with highly symmetric molecules. In such cases the efforts necessary to enumerate $\operatorname{ISO}\left(G, G^{\prime}\right)$ and $\operatorname{ISO}\left(H, H^{\prime}\right)$ dominate the computational effort.

## Step 1



Step 2



Figure 5. Polycondensation of bisphenol A (BPA) and phosgene. The first two iterations of the condensation reaction are shown on the top. Below, the distributions of the running times of the three methods over the four steps of the polycondensation reaction (left) and the average of running times as function of the steps in the reaction and thus the number symmetries in the molecules are shown.

The data clearly shows the practical advantage of using a single isomorphism test with the smaller ITS graphs over the alternatives. As a real-world example we use the first four reaction steps of the polycondensation reaction between bisphenol A (BPA) and phosgene [38], shown in Fig. 5. The size of the respective automorphism groups can be verified computationally. For Step 1 of this reaction we have $|\operatorname{Aut}(G)|=1024$ and $|\operatorname{Aut}(H)|=256$, while for Step 2 we have $|\operatorname{Aut}(G)|=4096$ and $|\operatorname{Aut}(H)|=2048$. Moreover, the number of symmetries produced by Step 3 and Step 4 of this reaction far surpasses the most symmetric examples in the Golden set, with $|\operatorname{Aut}(G)|=32,768$ and $|\operatorname{Aut}(H)|=16,384$ for the former, and $|\operatorname{Aut}(G)|=262,144$ and $|\operatorname{Aut}(H)|=131,072$ for the latter. A fifth step of this reaction yields millions of symmetries and thus the enumeration of automorphisms becomes prohibitive, as similar with
other larger polymers. It is worth noting that in this case the atom maps produced by the three tools not only are pairwise inequivalent most of the time, but rather they all are never equivalent. In this example we also find a large benefit for the ITS graphs over the larger auxiliary graphs (0.5s versus 40s). Although the graph isomorphism problem for bounded degree graphs can be solved in polynomial time [31] in theory, the VF2 approach does not provide such a guarantee.

## 5 Generalizations and open problems

In Section 2, we proved Thm. 1 for isomorphisms of labeled graphs. An analogous result still holds for generalized isomorphisms provided the following conditions are satisfied:
(i) The restriction of generalized isomorphisms $\zeta \in \operatorname{GI}\left(\Gamma(G, H, \alpha), \Gamma\left(G^{\prime}, H^{\prime}, \beta\right)\right)$ to $V(G)$ and $V(H)$ induce generalized isomorphisms $\zeta_{G}: V(G) \rightarrow V\left(G^{\prime}\right)$ and $\zeta_{H}: V(H) \rightarrow V\left(H^{\prime}\right)$.
(ii) The generalized isomorphisms $\zeta$ allow vertex labels that distinguish two copies of a graph.

In this case, it suffices to ensure that the vertex labels on the auxiliary graph $\Gamma$ are chosen such that, for all $\xi \in \mathrm{GI}(\Gamma, \Gamma),\left\{a_{\Gamma}(\xi(x)) \mid x \in\right.$ $V(G)\} \cap\left\{a_{\Gamma(y)} \mid y \in V(H)\right\}=\emptyset$, i.e., that the augmented labels for reactant and product side are disjoint. For convenience we also assume that label for the "mapping edges" $e \in E(\alpha)$, i.e., $b(e)=*$, is chosen such that $b_{\Gamma}(x y)=*$ implies $b_{\Gamma}(\xi(x) \xi(y))=*$. Then it is easy to check that one can replace $\operatorname{ISO}\left(G, G^{\prime}\right), \operatorname{ISO}\left(H, H^{\prime}\right)$, and $\operatorname{ISO}\left(\Gamma, \Gamma^{\prime}\right)$ by $\operatorname{GI}\left(G, G^{\prime}\right), \operatorname{GI}\left(H, H^{\prime}\right)$, and $\mathrm{GI}\left(\Gamma, \Gamma^{\prime}\right)$. The practical use of this generalization is that, in particular, one can relax conditions on matching of labels. For instance, in [41] bond labels were ignored during the determination of chemically equivalent atoms. In the simplest case, equivalence classes of labels are defined. One can then relabel the graphs with fixed representatives and work with isomorphisms on the relabeled objects.

Another useful generalization considers partial maps, i.e., bijections between induced subgraphs $G_{s}$ and $H_{s}$ of $G$ and $H$, respectively. Partial
maps of this type appear e.g. in various types of "graph alignments" [8]. The construction of the ITS is naturally extended by vertex label $\left(a_{G}(x), *\right)$ and $\left(*, a_{H}(y)\right)$ for $x \in V(G) \backslash V\left(G_{s}\right)$ and $y \in V(H) \backslash V\left(H_{s}\right)$, respectively.

The approach is not limited to labeled graphs. It is also possible to consider set systems that have faithful graph representations. For instance undirected hypergraphs, as well as the directed hypergraphs with multiplicities that represent reactions networks [35] can be represented by their König graphs [49], in which both vertices and hyperedges become nodes (distinguished by distinct labels), while edges indicate the incidence of vertices and hyperedges. We suspect that very general set systems admit such faithful representations as labeled graphs. For instance, hierarchical clustering systems are equivalent to rooted trees. Another example are partially ordered sets and their Hasse diagrams.

Double Push-Out (DPO) graph grammars are particularly suitable as models of chemistry because the rules are reversible by construction and provide direct access to corresponding atom maps [2]. In this framework, each rule is a span $L \leftarrow K \rightarrow R$, where the "context" $K$ is the subgraph common to the pattern $L$ that needs to be present in the educts and in its replacement $R$ that appears in the products. The application of the rule $L \leftarrow K \rightarrow R$ to a reactant graph $G$ corresponds to the commutative diagram

where $G \leftarrow Q \rightarrow H$ denotes the rewriting of $G$ into $H$, with $Q$ denoting the common subgraph of both $G$ and $H$ that is left unaffected by the transformation.

The notion of map equivalence $\equiv$ naturally generalizes to such diagrams containing multiple maps. Two diagrams are equivalent if there are isomorphisms between corresponding objects that commute with the maps between them. The construction of the auxiliary graph $\Gamma$ thus generalizes immediately to diagrams, provided care is taken that the individual objects are assigned disjoint sets of vertex labels and thus remain iden-
tifiable. For example one can use the auxiliary graphs $\Gamma(G \leftarrow Q \rightarrow H)$ and $\Gamma\left(G^{\prime} \leftarrow Q^{\prime} \rightarrow H^{\prime}\right)$ to check whether two DPO graphs transformations are the equivalent. The same principle applies to the concatenations of reactions or rules [2]. Thus a joint graph representation of a sequence of atom maps can be used to check for the equivalence of entire pathways of reactions. We note in passing that, as an immediate consequence, isomorphy of the "overlap graphs" introduced in [1] is a necessary but not a sufficient condition for the equivalence of multi-step reactions.

The use of $\mathrm{GI}\left(G, G^{\prime}\right)$ in parts of this contribution instead of $\operatorname{ISO}\left(G, G^{\prime}\right)$ was motivated by notions of "chemical equivalence" that are not necessarily expressed by equivalence classes of edge and vertex labels. A good example are resonance structures [15]. For instance o-xylol (1,2dimethylbenzene) may be represented with a single or a double bond between the two methyl groups. These two structures are chemical equivalent but distinct as labeled graphs. The generation of resonance structures was explored in [17], who give an algorithm that uses local graph transformations. We are not aware, however, of an algorithm that reliable recognizes the equivalence of resonance structures, although at least part of the issues are addressed by the PubChem chemical structure standardization protocol [20]. Similar issues may arises when stereochemical information is encoded as edge labels (wedge-and-dash notation [9]), or as a circular order of the neighbors at each vertex [3,40].
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