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Abstract

Delayed differential equation is an important tool to describe
the interaction of different chemical substance in chemistry. In this
present research, we set up a novel chlorine dioxide-iodine-malonic
acid chemical reaction model incorporating delays. The peculiarity
of solution and Hopf bifurcation of the formulated delayed chlorine
dioxide-iodine-malonic acid chemical reaction model are explored.
Firstly, the existence and uniqueness is investigated via fixed point
theorem. Secondly, the non-negativeness of solution is studied via
some proper mathematical inequality shills. Thirdly, the stability
and bifurcation of the formulated delayed chlorine dioxide-iodine-
malonic acid chemical reaction model are analyzed. The influence
of delay on the delayed chlorine dioxide-iodine-malonic acid chemi-
cal reaction model is uncovered. Fourthly, Hopf bifurcation control
issue of the formulated delayed chlorine dioxide-iodine-malonic acid
chemical reaction model is studied via two hybrid controllers. To
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check the soundness of acquired key assertions, Matlab simulations
are executed. The gained assertions of this research are completely
novel and possess tremendous theoretical value in maintaining the
balance of the concentrations of chlorine dioxide, iodine in chem-
istry.

1 Introduction

Usually, the interaction of different chemical substance displays very com-

plex dynamical phenomenon in natural world. The Belousov-Zhabotinsky

reaction (BZ reaction), which first proposed by Belousov [1] and Zhabotin-

skii [2], represents the classical chemical reaction of non-equilibrium ther-

modynamics. It can generate chemical periodic oscillation phenomenon [3].

The chemical periodic oscillation phenomenon often quite complicated.

Generally speaking, the BZ reaction comprises more than twenty chemical

reaction procedures, but it can be boiled down to three differential equa-

tions [3]. In 1990, Lengyel et al. [4] explored the chemical oscillations of

the chlorine dioxide-iodine-malonic acid reaction(ClO2 − I2 −MA). The

tree chemical reactions are represented as follows:

(i) The iodination reaction of malonic acid (MA) obeys the following rule:

MA+ I2 → IMA+ I− +H+. (1)

(ii)The oxidation reaction for iodide ions from free chlorine dioxide radical

obeys the following rule:

ClO2 + I− → ClO−
2 +

1

2
I2
2 . (2)

(iii)A reaction process between chlorite and iodide ions from the above

two steps to produce iodine obeys the following rule:

ClO2 + 4I− + 4H+ → Cl + 2I2
2 + 2H2O. (3)
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Then the chlorine dioxide-iodine-malonic acid(ClO2 − I2 − MA) model

can be expressed as follows:

−d[I2]
ds

=
κ1α[MA][I2]
κ1β + [I2]

,

−d[ClO2]

ds
= κ2[ClO2][I−],

−d[ClO−
2 ]

ds
= κ3α[ClO2][I−][H+] + κ3β [ClO2][I−][I2]

I−

v + [I−2]
,

(4)

where κ1α, κ2, κ3α, κ3β represent reaction rate constants, κ1β and v depict

saturation phenomena;

κ3β [ClO2][I−][I2] I−

v+[I−2]
stands for the autocatalytic effect of I2 and the

self-inhibitory effect of I− on the chlorite-iodide reaction [3,5]. Experiment

shows that concentrations of iodide and chlorite ions change quickly and

the concentrations of malonic acid, chlorine dioxide and iodine change

tardily. Thus we argue that the dynamical behavior of model (4) can be

approximate to a model with merely two variables: the concentrations

of iodide and chlorite ions. In a flow chemical reactor, remaining the

concentrations of chlorine dioxide, iodine and malonic acid as constants,

then MA, I2 and ClO2 change much more tardily than I− and ClO−
2 . Let

X = I−,Y = ClO−
2 , A = I2, then we derive the equations as follows:

A → X , rM1 = κ
′

1, κ
′

1 = κ1[MA]0,

X → Y, rM2 = κ
′

2[X ], κ
′

2 = κ2[ClO2],

4X + Y → Y → P, rM3
=

κ
′

3[X ][Y]

v + [X ]2
, κ

′

3 = κ3β [I]0.
(5)

Make variable substitutions: X = αu1,Y = βu2, s = γt, α =
√
v, β =

vκ
′
2

κ
′
3

, γ = 1
κ
′
2

, a =
γκ

′
1

α , b = α
β , then we gain the 2D model as follows:


du1(t)

dt
= a− u1(t)−

4u1(t)u2(t)

1 + u2
1(t)

,

du2(t)

dt
= bu1(t)

[
1− u2(t)

1 + u2
1(t)

]
,

(6)
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where u1 and u2 denote concentrations (in dimensionless forms) of I− and

ClO−
2 , respectively, a, b stand for kinetic coefficients. In 2018, Din et al. [3]

carried out detailed analysis on the stability, Neimark-Sacker bifurcations

of the discrete-time version of model (5). Notice that there is a delay

of feedback response of the concentration of I− in chemical reaction, we

modify model (5) as the following delayed form:
du1(t)

dt
= a− u1(t− ρ)− 4u1(t)u2(t)

1 + u2
1(t)

,

du2(t)

dt
= bu1(t)

[
1− u2(t)

1 + u2
1(t)

]
,

(7)

where ρ > 0 is a time delay.

Hopf bifurcation driven by delay is an significant dynamical peculiarity

in nonlinear delayed differential models [6–16]. In chemistry, Hopf bifurca-

tion driven by delay can availably characterize the transformation relation-

ship of the concentration of different chemical substances. Therefore we

argue that it is of much concern to explore the Hopf bifurcation driven by

delay in various chemical reaction models. Inspired by this analysis above,

we are going to investigate the Hopf bifurcation driven by delay and the

control issue of Hopf bifurcation for system (7). Specifically, we are to

deal with the following aspects: (a) Seek the existence and uniqueness,

non-negativeness of the solution of system (b). (c) explore the stability

trait and the existence Hopf bifurcation of system (7). (d)control Hopf

bifurcation of system (7) via two hybrid controllers.

The key contributions of this research are listed as follows: (a) De-

pending on the earlier literatures, we set up a novel chlorine dioxide-iodine-

malonic acid chemical reaction model incorporating delays. (b) The suffi-

cient criterion to ensure the stability and the generation of Hopf bifurcation

of system (7) is gained. (c) By virtue of hybrid controllers, the stability

region and the time of the generation of Hopf bifurcation of system (7) are

successfully dominated. (d) The impact of delay on the stability and the

generation of Hopf bifurcation of system (7) has been explored. (e) The

control technique can be applied to investigate the Hopf bifurcation control

aspect of lots of integer-order differential system in various subjects.
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This research is arranged as follows. The existence and uniqueness,

non-negativeness of the solution of system (7) are investigated in Segment

2. The stability trait and the generation of Hopf bifurcation of system (7)

are analyzed in Segment 3. The Hopf bifurcation control problem of system

(7) by virtue of a suitable hybrid controller that includes state feedback

and parameter perturbation with delay is handled in Segment 4. The Hopf

bifurcation control problem of system (7) by virtue of a suitable hybrid

controller that includes state feedback and parameter perturbation without

delay is handled in Segment 5. Segment 6 executes Matlab simulations to

check the rationality of the gained results. Segment 7 finishes the research.

2 Peculiarity of the solution

In this segment, we are about to seek the existence and uniqueness, non-

negativeness of the solution of system (7) by virtue of fixed point theorem

and inequality skills.

Theorem 2.1. Denote ∆ = {u1, u2) ∈ R2 : max{|u1|, |u2||} ≤ U},
where U > 0 stands for a constant. For each (u10, u20) ∈ ∆, system

(7) concerning the initial condition (u10, u20) admits a unique solution

U = (u1, u2) ∈ ∆.

Proof Define a mapping as follows:

f(U) = (f1(U), f2(U)), (8)

where 
f1(U) = a− u1(t− ρ)− 4u1(t)u2(t)

1 + u2
1(t)

,

f2(U) = bu1(t)

[
1− u2(t)

1 + u2
1(t)

]
.

(9)

For arbitrary U, Ũ ∈ ∆, we gain

||f(U)− f(Ũ)||

=

∣∣∣∣a− u1(t− ρ)− 4u1(t)u2(t)

1 + u2
1(t)

− [a− ũ1(t− ρ)− 4ũ1(t)ũ2(t)

1 + ũ2
1(t)

]

∣∣∣∣
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+

∣∣∣∣bu1(t)

[
1− u2(t)

1 + u2
1(t)

]
−
{
bũ1(t)

[
1− ũ2(t)

1 + ũ2
1(t)

]}∣∣∣∣
≤ |u1(t− ρ)− ũ1(t− ρ)|+ 4

(1 + U2)2
[U|u2(t)− ũ2(t)|

+U|u1(t)− ũ1(t)|+ 3U3|u1(t)− ũ1(t)|

+U3|u2(t)− ũ2(t)|] + b|u1(t)− ũ1(t)|

+
1

(1 + U2)2
[|u2(t)− ũ2(t)|+ U2|u2(t)− ũ2(t)|

+2U3|u1(t)− ũ1(t)|]

≤
[
1 + b+

4U + 14U3

U2)2

]
|u1(t)− ũ1(t)|

+

[
1 + 4U + U2 + 4U3

U2)2

]
|u2(t)− ũ2(t)|

≤ ϑ||U − Ũ ||, (10)

where

ϑ = max

{
1 + b+

4U + 14U3

U2)2
,
1 + 4U + U2 + 4U3

U2)2

}
. (11)

So f(U) conforms to Lipschitz condition for U (see [17]). In view of fixed

point theorem, one can lightly understand that Theorem 2.1 is correct.

Theorem 2.2. If ρ = 0, then all solutions to system (7) starting with R2
+

are non-negative.

Proof Assume that U(t0) = (u1(t0), u2(t0)) is the initial value of system

(7). Assume that there exists a positive constant t⋆ satisfying t0 < t < t⋆

obeying 
u1(t) = 0, t0 < t < t⋆,

u1(t⋆) = 0,

u1(t
+
⋆ ) < 0.

(12)

In view of system (7), one gets

du1(t)

dt
|u1(t⋆)=0 = a. (13)
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In view of Lemma 1 of Das et al. [18], one gains u1(t
+
⋆ ) = 0, which is a

contradiction (see (12)). So u1(t) ≥ 0 for t ≥ t0. Similarly, we can lightly

gain that u2(t) ≥ 0 for t ≥ t0.

3 Bifurcation research

It is easy to derive that system (7) has the following unique positive equi-

librium point: E(u1⋆, u2⋆), where where u1⋆ =
a

5
,

u2⋆ = a+
a2

25
.

(14)

The linear system of system (7) around E(u1⋆, u2⋆) takes the following

expression:
du1(t)

dt
=

[
8u2

1⋆u2⋆

(1 + u2
1⋆)

2
− 4u2⋆

1 + u2
1⋆

]
u1(t)−

4u1⋆

1 + u2
1⋆

u2(t)− u1(t− ρ),

du2(t)

dt
=

[
b+

2bu2
1⋆u2⋆

(1 + u2
1⋆)

2

]
u1(t)−

bu1⋆

1 + u2
1⋆

u2(t).

(15)

The characteristic equation of system (15) owns the following expression:

det

 λ−
(

8u2
1⋆u2⋆

(1+u2
1⋆)

2 − 4u2⋆

1+u2
1⋆

)
+ e−λρ 4u1⋆

1+u2
1⋆

−
(
b+

2bu2
1⋆u2⋆

(1+u2
1⋆)

2

)
λ+ bu1⋆

1+u2
1⋆

 = 0, (16)

which leads to

λ2 + a1λ+ a2 + (λ+ a3)e
−λρ = 0, (17)

where 
a1 =

4u2⋆

1 + u2
1⋆

− 8u2
1⋆u2⋆

(1 + u2
1⋆)

2
+

bu1⋆

1 + u2
1⋆

,

a2 =
4bu1⋆u2⋆

(1 + u2
1⋆)

2
+

4bu1⋆

1 + u2
1⋆

,

a3 =
bu1⋆

1 + u2
1⋆

.

(18)
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If ρ = 0, then Eq.(17) reads as:

λ2 + (a1 + 1)λ+ a2 + a3 = 0, (19)

If

(G1) a1 + 1 > 0, a2 + a3 > 0

is fulfilled, then the two roots λ1, λ2 of Eq. (19) have negative real parts.

Thus the positive equilibrium point E(u1⋆, u2⋆) of model (7) involving

ρ = 0 remains locally asymptotically stable level.

Suppose that λ = iϕ is the root of Eq. (17). Then Eq.(17) takes

iϕ2 + a1iϕ+ a2 + (iϕ+ a3)e
−iϕρ = 0, (20)

which generates

−ϕ2 + ia1ϕ+ a2 + (iϕ+ a3)(cosϕρ− i sinϕρ) = 0. (21)

It follows from (21) that{
a3 cosϕρ+ ϕ sinϕρ = ϕ2 − a2,

ϕ cosϕρ− a3 sinϕρ = −a1ϕ.
(22)

By (22), we have

a23 + ϕ2 = (ϕ2 − a2)
2 + (−a1ϕ)

2, (23)

which means

ϕ4 + (a21 − 2a2 − 1)ϕ2 + a22 − a23 = 0. (24)

Let

∆1(ϕ) = ϕ4 + (a21 − 2a2 − 1)ϕ2 + a22 − a23. (25)

Suppose that

(G2) |a2| < |a3|

holds, noticing that limϕ→+∞ ∆1(ϕ) = +∞ > 0, then we understand that

Eq. (24) has at least one positive real root. Thus Eq. (17) has at least
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one pair of purely roots. Without loss of generality, here we suppose that

Eq. (24) admits four positive real roots (say ϕi, i = 1, 2, 3, 4). According

to (22), we have

ρ
(k)
i =

1

ϕi

[
arccos

(
(a3 − a1)ϕ

2
i − a2a3)

ϕ2
i + a23

)
+ 2kπ

]
, (26)

where i = 1, 2, 3, 4; k = 0, 1, 2, . . . . Denote

ρ0 = min
{i=1,2,3,4;k=0,1,2,··· }

{ρ(k)i } ,

and suppose that when ρ = ρ0, (17) admits a pair of imaginary roots ±iϕ0.

Next the following assumption is needed:

(G3) H1RH2R +H1IH2I > 0,

where 
H1R = a1 + cosϕ0ρ0,

H1I = 2ϕ0 − sinϕ0ρ0,

H2R = a3 sinϕ0ρ0 − ϕ2
0 cosϕ0ρ0,

H2I = ϕ2
0 sinϕ0ρ0 + a3ϕ0 cosϕ0ρ0.

(27)

Lemma 3.1. Denote λ(ρ) = ϵ1(ρ) + iϵ2(ρ) the root of Eq. (17) near

ρ = ρ0 such that ϵ1(ρ0) = 0, ϵ2(ρ0) = ϕ0, then Re
(

dλ
dρ

) ∣∣∣
ρ=ρ0,ϕ=ϕ0

> 0.

Proof Using Eq.(17), we gain

2λ
dλ

dρ
+ a1

dλ

dρ
+

dλ

dρ
e−λρ − dλ

dρ

(
λ+ ρ

dλ

dρ

)
(λ+ a3)e

−λρ = 0, (28)

which implies (
dλ

dρ

)−1

=
H1(λ)

H2(λ)
− ρ

λ
, (29)

where {
H1(λ) = 2λ+ a1 + e−λρ,

H2(λ) = λ(λ+ a3)e
−λρ.

(30)
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Hence

Re

[(
dλ

dρ

)−1
]
ρ=ρ0,ϕ=ϕ0

= Re

[
H1(λ)

H2(λ)

]
ρ=ρ0,ϕ=ϕ0

=
H1RH2R +H1IH2I

H2
2R +H2

2I

.

(31)

In view of (G3), we gain

Re

[(
dλ

dρ

)−1
]
ρ=ρ0,ϕ=ϕ0

> 0, (32)

which ends the proof.

Depending on the discussion above, the following outcomes is lightly gained.

Theorem 3.1. Suppose that (G1)-(G3) are true, then the positive equi-

librium point E(u1⋆, u2⋆) of model (7) is locally asymptotically stable if

ρ ∈ [0, ρ0) and model (7) generates a Hopf bifurcation around the positive

equilibrium point E(u1⋆, u2⋆) when ρ = ρ0.

4 Bifurcation domination via hybrid

controller I

In this part, we will deal with the Hopf bifurcation problem of system (7)

via a suitable hybrid controller consisting of state feedback and parameter

perturbation with delay. Taking advantage of the idea in [19, 20], we ob-

tain the following controlled chlorine dioxide-iodine-malonic acid chemical

reaction model:
du1(t)

dt
= ϱ1

[
a− u1(t− ρ)− 4u1(t)u2(t)

1 + u2
1(t)

]
+ ϱ2[u1(t− ρ)− u1(t)],

du2(t)

dt
= bu1(t)

[
1− u2(t)

1 + u2
1(t)

]
,

(33)

where ϱ1, ϱ2 stands for feedback gain parameters. System (33) and system

(7) owns the same equilibrium points E(u1⋆, u2⋆). The linear system of
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system (33) around E(u1⋆, u2⋆) takes the following expression:

du1(t)

dt
=

[
ϱ1

(
8u2

1⋆u2⋆

(1 + u2
1⋆)

2
− 4u2⋆

1 + u2
1⋆

)
− ϱ2

]
u1(t)

− 4u1⋆ϱ1
1 + u2

1⋆

u2(t) + (ϱ2 − ϱ1)u1(t− ρ),

du2(t)

dt
=

[
b+

2bu2
1⋆u2⋆

(1 + u2
1⋆)

2

]
u1(t)−

bu1⋆

1 + u2
1⋆

u2(t).

(34)

The characteristic equation of system (34) owns the following expression:

det

 λ−
[
ϱ1

(
8u2

1⋆u2⋆

(1+u2
1⋆)

2 − 4u2⋆

1+u2
1⋆

)
− ϱ2

]
− (ϱ2 − ϱ1)e

−λρ 4u1⋆ϱ1
1+u2

1⋆

−
(
b+

2bu2
1⋆u2⋆

(1+u2
1⋆)

2

)
λ+ bu1⋆

1+u2
1⋆

 = 0,

(35)

which leads to

λ2 + b1λ+ b2 + (b3λ+ b4)e
−λρ = 0, (36)

where 

b1 =
bu1⋆

1 + u2
1⋆

−
[
ϱ1

(
8u2

1⋆u2⋆

(1 + u2
1⋆)

2
− 4u2⋆

1 + u2
1⋆

)
− ϱ2

]
,

b2 = −
[
ϱ1

(
8u2

1⋆u2⋆

(1 + u2
1⋆)

2
− 4u2⋆

1 + u2
1⋆

)
− ϱ2

]
bu1⋆

1 + u2
1⋆

,

b3 = −(ϱ2 − ϱ1),

b4 = (ϱ2 − ϱ1)
bu1⋆

1 + u2
1⋆

.

(37)

If ρ = 0, then Eq.(36) reads as:

λ2 + (b1 + b3)λ+ b2 + b4 = 0, (38)

If

(G4) b1 + b3 > 0, b2 + b4 > 0

is fulfilled, then the two roots λ1, λ2 of Eq. (38) have negative real parts.

Thus the positive equilibrium point E(u1⋆, u2⋆) of model (33) involving

ρ = 0 remains locally asymptotically stable level.
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Suppose that λ = iω is the root of Eq. (36). Then Eq.(36) takes

(iω)2 + b1iω + b2 + (b3iω + b4)e
−iωρ = 0, (39)

which generates

−ω2 + b1iω + b2 + (b3iω + b4)(cosωρ− i sinωρ) = 0. (40)

It follows from (40) that{
b4 cosωρ+ b3ω sinωρ = ω2 − b2,

b3ω cosωρ− b4 sinωρ = −b1ω.
(41)

By (41), we have

b24 + (b3ω)
2 = (ω2 − b2)

2 + (−b1ω)
2, (42)

which means

ω4 + (b21 − 2b2 − b23)ω
2 + b22 − b24 = 0. (43)

Let

∆2(ω) = ω4 + (b21 − 2b2 − b23)ω
2 + b22 − b24. (44)

Suppose that

(G5) |b2| < |b4|

holds, noticing that limω→+∞ ∆2(ω) = +∞ > 0, then we understand that

Eq. (43) has at least one positive real root. Thus Eq. (36) has at least

one pair of purely roots. Without loss of generality, here we suppose that

Eq. (43) admits four positive real roots (say ωj , j = 1, 2, 3, 4). According

to (41), we have

ρ
(h)
j =

1

ωj

[
arccos

(
b4(ω

2
j − b2)− b1b3ω

2
j

b24 + b23ω
2
j

)
+ 2hπ

]
, (45)
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where j = 1, 2, 3, 4;h = 0, 1, 2, · · · . Denote

ρ0⋆ = min
{j=1,2,3,4;h=0,1,2,··· }

{ρ(h)j } ,

and suppose that when ρ = ρ0⋆, (36) admits a pair of imaginary roots

±iω0.

Next the following assumption is needed:

(G6) S1RS2R + S1IS2I > 0,

where 
S1R = b1 + b3 cosω0ρ0⋆,

S1I = 2ω0 − b3 sinω0ρ0⋆,

S2R = b4ω0 cosω0ρ0⋆ + b1ω
2
0 sinω0ρ0⋆,

S2I = b1ω
2
0 cosω0ρ0⋆ − b4ω0 sinω0ρ0⋆.

(46)

Lemma 4.1. Denote λ(ρ) = ζ1(ρ) + iζ2(ρ) the root of Eq. (36) near

ρ = ρ0⋆ such that ζ1(ρ0⋆) = 0, ζ2(ρ0⋆) = ω0, then Re
(

dλ
dρ

) ∣∣∣
ρ=ρ0⋆,ω=ω0

> 0.

Proof Using Eq.(36), we gain

2λ
dλ

dρ
+ b1

dλ

dρ
+ b3

dλ

dρ
e−λρ − dλ

dρ

(
λ+ ρ

dλ

dρ

)
(b3λ+ b4)e

−λρ = 0, (47)

which implies (
dλ

dρ

)−1

=
S1(λ)

S2(λ)
− ρ

λ
, (48)

where {
S1(λ) = 2λ+ b1 + b3e

−λρ,

S2(λ) = λ(b3λ+ b4)e
−λρ.

(49)

Hence

Re

[(
dλ

dρ

)−1
]
ρ=ρ0,ϕ=ϕ0

= Re

[
S1(λ)

S2(λ)

]
ρ=ρ0⋆,ω=ω0

=
S1RS2R + S1IS2I

S2
2R + S2

2I

.

(50)
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In view of (G6), we gain

Re

[(
dλ

dρ

)−1
]
ρ=ρ0⋆,ω=ω0

> 0, (51)

which ends the proof.

Depending on the discussion above, the following outcomes is lightly gained.

Theorem 4.1. Suppose that (G4)-(G6) are true, then the positive equi-

librium point E(u1⋆, u2⋆) of model (33) is locally asymptotically stable if

ρ ∈ [0, ρ0⋆) and model (33) generates a Hopf bifurcation around the positive

equilibrium point E(u1⋆, u2⋆) when ρ = ρ0⋆.

5 Bifurcation domination via hybrid

controller II

In this part, we will deal with the Hopf bifurcation problem of system (7)

via a suitable hybrid controller consisting of state feedback and parameter

perturbation without delay. Taking advantage of the idea in [21], we ob-

tain the following controlled chlorine dioxide-iodine-malonic acid chemical

reaction model:
du1(t)

dt
= (1− ϱ)

[
a− u1(t− ρ)− 4u1(t)u2(t)

1 + u2
1(t)

]
+ ϱ[u1(t)− u1⋆],

du2(t)

dt
= bu1(t)

[
1− u2(t)

1 + u2
1(t)

]
,

(52)

where ϱ stands for control parameter. System (52) and system (7) owns

the same equilibrium points E(u1⋆, u2⋆). The linear system of system (52)

around E(u1⋆, u2⋆) takes the following expression:

du1(t)

dt
=

[
ϱ+ (1− ϱ)

(
8u2

1⋆u2⋆

(1 + u2
1⋆)

2
− 4u2⋆

1 + u2
1⋆

)]
u1(t)

− 4u1⋆(1− ϱ)

1 + u2
1⋆

u2(t)− (1− ϱ)u1(t− ρ),

du2(t)

dt
=

[
b+

2bu2
1⋆u2⋆

(1 + u2
1⋆)

2

]
u1(t)−

bu1⋆

1 + u2
1⋆

u2(t).

(53)
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The characteristic equation of system (53) owns the following expression:

det

 λ−
[
ϱ+ (1− ϱ)

(
8u2

1⋆u2⋆

(1+u2
1⋆)

2 − 4u2⋆

1+u2
1⋆

)]
+ (1− ϱ)e−λρ 4u1⋆(1−ϱ)

1+u2
1⋆

−
(
b+

2bu2
1⋆u2⋆

(1+u2
1⋆)

2

)
λ+ bu1⋆

1+u2
1⋆

 = 0,

(54)

which leads to

λ2 + d1λ+ d2 + (d3λ+ d4)e
−λρ = 0, (55)

where

d1 =
bu1⋆

1 + u2
1⋆

−
[
ϱ+ (1− ϱ)

(
8u2

1⋆u2⋆

(1 + u2
1⋆)

2
− 4u2⋆

1 + u2
1⋆

)]
,

d2 =
4u1⋆(1− ϱ)

1 + u2
1⋆

(
b+

2bu2
1⋆u2⋆

(1 + u2
1⋆)

2

)
− bu1⋆

1 + u2
1⋆

[
ϱ+ (1− ϱ)

(
8u2

1⋆u2⋆

(1 + u2
1⋆)

2
− 4u2⋆

1 + u2
1⋆

)]
,

d3 = 1− ϱ,

d4 =
bu1⋆(1− ϱ)

1 + u2
1⋆

.

(56)

If ρ = 0, then Eq.(55) reads as:

λ2 + (d1 + d3)λ+ d2 + d4 = 0, (57)

If

(G7) d1 + d3 > 0, d2 + d4 > 0

is fulfilled, then the two roots λ1, λ2 of Eq. (57) have negative real parts.

Thus the positive equilibrium point E(u1⋆, u2⋆) of model (52) involving

ρ = 0 remains locally asymptotically stable level.

Suppose that λ = iϖ is the root of Eq. (55). Then Eq.(55) takes

(iϖ)2 + d1iϖ + b2 + (d3iϖ + d4)e
−iϖρ = 0, (58)

which generates

−ϖ2 + d1iϖ + d2 + (d3iϖ + d4)(cosϖρ− i sinϖρ) = 0. (59)
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It follows from (59) that{
d4 cosϖρ+ d3ϖ sinϖρ = ϖ2 − d2,

d3ϖ cosϖρ− d4 sinϖρ = −d1ϖ.
(60)

By (60), we have

d24 + (d3ϖ)2 = (ϖ2 − d2)
2 + (−d1ϖ)2, (61)

which means

ϖ4 + (d21 − 2d2 − d23)ϖ
2 + d22 − d24 = 0. (62)

Let

∆3(ϖ) = ϖ4 + (d21 − 2d2 − d23)ϖ
2 + d22 − d24. (63)

Suppose that

(G8) |d2| < |d4|

holds, noticing that limϖ→+∞ ∆3(ϖ) = +∞ > 0, then we understand that

Eq. (62) has at least one positive real root. Thus Eq. (55) has at least

one pair of purely roots. Without loss of generality, here we suppose that

Eq. (62) admits four positive real roots (say ϖh, h = 1, 2, 3, 4). According

to (60), we have

ρ
(k)
h =

1

ϖh

[
arccos

(
d4(ϖ

2
h − d2)− h1h3ϖ

2
h

d24 + d23ϖ
2
h

)
+ 2kπ

]
, (64)

where h = 1, 2, 3, 4; k = 0, 1, 2, · · · . Denote

ρ0⋄ = min
{h=1,2,3,4;k=0,1,2,··· }

{ρ(k)h } ,

and suppose that when ρ = ρ0⋄, (55) admits a pair of imaginary roots

±iϖ0.

Next the following assumption is needed:

(G9) W1RW2R +W1IW2I > 0,
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where 
W1R = d1 + d3 cosϖ0ρ0⋄,

W1I = 2ϖ0 − d3 sinϖ0ρ0⋄,

W2R = d4ϖ0 cosϖ0ρ0⋄ + d1ϖ
2
0 sinϖ0ρ0⋄,

W2I = d1ϖ
2
0 cosϖ0ρ0⋄ − d4ϖ0 sinϖ0ρ0⋄.

(65)

Lemma 5.1. Denote λ(ρ) = θ1(ρ) + iθ2(ρ) the root of Eq. (55) near ρ =

ρ0⋄ such that ζ1(ρ0⋄) = 0, ζ2(ρ0⋄) = ϖ0, then Re
(

dλ
dρ

) ∣∣∣
ρ=ρ0⋄,ϖ=ϖ0

> 0.

Proof Using Eq.(55), we gain

2λ
dλ

dρ
+ d1

dλ

dρ
+ d3

dλ

dρ
e−λρ − dλ

dρ

(
λ+ ρ

dλ

dρ

)
(d3λ+ d4)e

−λρ = 0, (66)

which implies (
dλ

dρ

)−1

=
W1(λ)

W2(λ)
− ρ

λ
, (67)

where {
W1(λ) = 2λ+ d1 + d3e

−λρ,

W2(λ) = λ(d3λ+ d4)e
−λρ.

(68)

Hence

Re

[(
dλ

dρ

)−1
]
ρ=ρ0⋄,ϖ=ϖ0

= Re

[
W1(λ)

W2(λ)

]
ρ=ρ0⋄,ϖ=ϖ0

=
W1RW2R +W1IW2I

W2
2R +W2

2I

.

(69)

In view of (G9), we gain

Re

[(
dλ

dρ

)−1
]
ρ=ρ0⋄,ϖ=ϖ0

> 0, (70)

which ends the proof.

Depending on the discussion above, the following outcomes is lightly gained.

Theorem 5.1. Suppose that (G7)-(G9) are true, then the positive equi-

librium point E(u1⋆, u2⋆) of model (52) is locally asymptotically stable if

ρ ∈ [0, ρ0⋄) and model (52) generates a Hopf bifurcation around the positive

equilibrium point E(u1⋆, u2⋆) when ρ = ρ0⋄.

Remark 5.1. In 2018, Din et al. [3] dealt with the stability, bifurca-
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tion and chaos control of a discrete chlorine dioxide-iodine-malonic acid

reaction model. In this article, we propose a new chlorine dioxide-iodine-

malonic acid chemical reaction model incorporating delays. We have in-

vestigated the existence and uniqueness, boundedness of the solution, Hopf

bifurcation and Hopf bifurcation control aspect of the formulated the de-

layed chlorine dioxide-iodine-malonic acid chemical reaction model (7).

The exploration way of this article is different from that of Din et al. [3]

and the acquired outcomes are completely new. Relying on this aspect, we

argue that our works supplement the study of [4] to some degree.

6 Matlab simulations

Example 6.1. Consider the following chlorine dioxide-iodine-malonic acid

chemical reaction model incorporating delays:
du1(t)

dt
= 25− u1(t)−

4u1(t)u2(t)

1 + u2
1(t− ρ)

,

du2(t)

dt
= 10u1(t)

[
1− u2(t)

1 + u2
1(t− ρ)

]
.

(71)

Obviously, system (71) owns a unique positive equilibrium point E(5, 26).

We can lightly check that the assumptions (G1)-(G3) of Theorem 3.1 are

satisfied. Taking advantage of Matlab software, we can gain that ϕ0 =

4.1125, ρ0 ≈ 0.38. To Validate the correctness of the acquired assertions of

Theorem 3.1, we select two different delay numbers. One is ρ = 0.2 and one

is ρ = 0.45. For ρ = 0.2 < ρ0 ≈ 0.38, we acquire Matlab simulation plots

which are provided in Figures 1-4. In view of Figures 1-4, one can lightly

know that u1 → 5, u2 → 26 when t → +∞. That is to say, the equilibrium

point E(5, 26) of system (71) remains locally asymptotically stable level.

For ρ = 0.45 > ρ0 ≈ 0.38, we acquire Matlab simulation plots which

are provided in Figures 5-8. In view of Figures 5-8, one can lightly know

that u1 is about to remain periodic oscillation near the number 5, u2 is

about to remain periodic oscillation near the number 26. Namely, a family

of limit cycles (i.e., Hopf bifurcations) take place around the equilibrium

point E(5, 26). Besides, the bifurcation diagrams, which distinctly show
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the bifurcation point of system (71), are given in Figures 9-10. In view

of Figures 9-10, one can lightly know that the bifurcation value of system

(71) is ρ0 ≈ 0.38.

Example 6.2. Consider the following controlled chlorine dioxide-iodine-

malonic acid chemical reaction model incorporating delays:
du1(t)

dt
= 0.25

[
1− u1(t)−

4u1(t)u2(t)

1 + u2
1(t− ρ)

]
− 0.8[u1(t− ρ)− u1(t)],

du2(t)

dt
= 10u1(t)

[
1− u2(t)

1 + u2
1(t− ρ)

]
.

(72)

Obviously, system (72) owns a unique positive equilibrium point E(5, 26).

We can lightly check that the assumptions (G4)-(G6) of Theorem 4.1 are

satisfied. Taking advantage of Matlab software, we can gain that ω0 =

2.5622, ρ0⋆ ≈ 0.46. To Validate the correctness of the acquired assertions

of Theorem 4.1, we select two different delay numbers. One is ρ = 0.45 and

one is ρ = 0.498. For ρ = 0.45 < ρ0⋆ ≈ 0.46, we acquire Matlab simulation

plots which are provided in Figures 11-14. In view of Figures 11-14, one

can lightly know that u1 → 5, u2 → 26 when t → +∞. That is to say,

the equilibrium point E(5, 26) of system (72) keeps locally asymptotically

stable level. For ρ = 0.498 > ρ0⋆ ≈ 0.46, we acquire Matlab simulation

plots which are provided in Figures 15-18. In view of Figures 15-18, one

can lightly know that u1 is about to remain periodic oscillation near the

number 5, u2 is about to remain periodic oscillation near the number 26.

Namely, a family of limit cycles (i.e., Hopf bifurcations) take place around

the equilibrium point E(5, 26). Besides, the bifurcation diagrams, which

distinctly show the bifurcation point of system (72), are given in Figures

19-20. In view of Figures 19-20, one can lightly know that the bifurcation

value of system (72) is ρ0⋆ ≈ 0.46.

Example 6.3. Consider the following controlled chlorine dioxide-iodine-
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malonic acid chemical reaction model incorporating delays:
du1(t)

dt
= 0.5× 0.25

[
1− u1(t)−

4u1(t)u2(t)

1 + u2
1(t− ρ)

]
− 0.5[u1(t)− u1⋆],

du2(t)

dt
= 10u1(t)

[
1− u2(t)

1 + u2
1(t− ρ)

]
.

(73)

Obviously, system (73) owns a unique positive equilibrium point E(5, 26).

We can lightly check that the assumptions (G7)-(G9) of Theorem 5.1 are

satisfied. Taking advantage of Matlab software, we can gain that ϖ0 =

5.0067, ρ0⋄ ≈ 0.18. To Validate the correctness of the acquired assertions

of Theorem 5.1, we select two different delay numbers. One is ρ = 0.02 and

one is ρ = 0.23. For ρ = 0.02 < ρ0⋄ ≈ 0.18, we acquire Matlab simulation

plots which are provided in Figures 21-24. In view of Figures 21-24, one

can lightly know that u1 → 5, u2 → 26 when t → +∞. That is to say,

the equilibrium point E(5, 26) of system (73) keeps locally asymptotically

stable level. For ρ = 0.23 > ρ0⋄ ≈ 0.18, we acquire Matlab simulation

plots which are provided in Figures 25-28. In view of Figures 25-28, one

can lightly know that u1 is about to remain periodic oscillation near the

number 5, u2 is about to remain periodic oscillation near the number 26.

Namely, a family of limit cycles (i.e., Hopf bifurcations) take place around

the equilibrium point E(5, 26). Besides, the bifurcation diagrams, which

distinctly show the bifurcation point of system (73), are given in Figures

29-30. In view of Figures 29-30, one can lightly know that the bifurcation

value of system (73) is ρ0⋄ ≈ 0.18.

Remark 6.1. In system (71), we gain the bifurcation value ρ0 ≈ 0.38. In

system (72), we gain bifurcation value ρ0⋆ ≈ 0.46. In system (73), we gain

bifurcation value ρ0⋄ ≈ 0.18. We can easily see that the stability region of

system (71) is enlarged and the time of generation of Hopf bifurcation of

system (71) is delayed by virtue of hybrid controller I consisting of state

feedback and parameter perturbation with delay and the stability region of

system (71) is narrowed and the time of generation of Hopf bifurcation of

system (71) is advanced by virtue of hybrid controller II consisting of state

feedback and parameter perturbation without delay.
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Figure 1. Matlab simulation plots of system (71) under the condition
ρ = 0.2 < ρ0 ≈ 0.38. The relation of t and u1(t). The positive
equilibrium point E(5, 26) maintains locally asymptotically
stable level.
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Figure 2. Matlab simulation plots of system (71) under the condition
ρ = 0.2 < ρ0 ≈ 0.38. The relation of t and u2(t). The positive
equilibrium point E(5, 26) maintains locally asymptotically
stable level.



550

1 2 3 4 5 6 7 8
0

5

10

15

20

25

30

35

40

45

u
1
(t)

u
2
(t

) 

Figure 3. Matlab simulation plots of system (71) under the condition
ρ = 0.2 < ρ0 ≈ 0.38. The relation of u1(t) and u2(t). The
positive equilibrium point E(5, 26) maintains locally asymp-
totically stable level.
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Figure 4. Matlab simulation plots of system (71) under the condition
ρ = 0.2 < ρ0 ≈ 0.38. The relation of t, u1(t) and u2(t). The
positive equilibrium point E(5, 26) maintains locally asymp-
totically stable level.
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Figure 5. Matlab simulation plots of system (71) under the condition
ρ = 0.45 > ρ0 ≈ 0.38. The relation of t and u1(t). A family
of limit cycles (i.e., Hopf bifurcations) take place around the
positive equilibrium point E(5, 26).
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Figure 6. Matlab simulation plots of system (71) under the condition
ρ = 0.45 > ρ0 ≈ 0.38. The relation of t and u2(t). A family
of limit cycles (i.e., Hopf bifurcations) take place around the
positive equilibrium point E(5, 26).
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Figure 7. Matlab simulation plots of system (71) under the condition
ρ = 0.45 > ρ0 ≈ 0.38. The relation of u1(t) and u1(t).
A family of limit cycles (i.e., Hopf bifurcations) take place
around the positive equilibrium point E(5, 26).
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Figure 8. Matlab simulation plots of system (71) under the condition
ρ = 0.45 > ρ0 ≈ 0.38. The relation of t, u1(t) and u2(t).
A family of limit cycles (i.e., Hopf bifurcations) take place
around the positive equilibrium point E(5, 26).
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Figure 9. Bifurcation diagram of system (71): the time variable t ver-
sus the state variable u1. The bifurcation value ρ0 ≈ 0.38.
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Figure 10. Bifurcation diagram of system (71): the time variable t
versus the state variable u2. The bifurcation value ρ0 ≈
0.38.
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Figure 11. Matlab simulation plots of system (72) under the condi-
tion ρ = 0.45 < ρ0⋆ ≈ 0.46. The relation of t and u1(t).
The positive equilibrium point E(5, 26) maintains locally
asymptotically stable level.
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Figure 12. Matlab simulation plots of system (72) under the condi-
tion ρ = 0.45 < ρ0⋆ ≈ 0.46. The relation of t and u2(t).
The positive equilibrium point E(5, 26) maintains locally
asymptotically stable level.
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Figure 13. Matlab simulation plots of system (72) under the condition
ρ = 0.45 < ρ0⋆ ≈ 0.46. The relation of u1(t) and u2(t).
The positive equilibrium point E(5, 26) maintains locally
asymptotically stable level.
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Figure 14. Matlab simulation plots of system (72) under the condition
ρ = 0.45 < ρ0⋆ ≈ 0.46. The relation of t, u1(t) and u2(t).
The positive equilibrium point E(5, 26) maintains locally
asymptotically stable level.
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Figure 15. Matlab simulation plots of system (72) under the condition
ρ = 0.498 > ρ0⋆ ≈ 0.46. The relation of t and u1(t). A
family of limit cycles (i.e., Hopf bifurcations) take place
around the positive equilibrium point E(5, 26).
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Figure 16. Matlab simulation plots of system (72) under the condition
ρ = 0.498 > ρ0⋆ ≈ 0.46. The relation of t and u2(t). A
family of limit cycles (i.e., Hopf bifurcations) take place
around the positive equilibrium point E(5, 26).
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Figure 17. Matlab simulation plots of system (72) under the condition
ρ = 0.498 > ρ0⋆ ≈ 0.46. The relation of u1(t) and u1(t).
A family of limit cycles (i.e., Hopf bifurcations) take place
around the positive equilibrium point E(5, 26).
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Figure 18. Matlab simulation plots of system (72) under the condition
ρ = 0.498 > ρ0⋆ ≈ 0.46. The relation of t, u1(t) and u1(t).
A family of limit cycles (i.e., Hopf bifurcations) take place
around the positive equilibrium point E(5, 26).
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Figure 19. Bifurcation diagram of system (72): the time variable t
versus the state variable u1. The bifurcation value ρ0⋆ ≈
0.46.
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Figure 20. Bifurcation diagram of system (72): the time variable t
versus the state variable u2. The bifurcation value ρ0⋆ ≈
0.46.
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Figure 21. Matlab simulation plots of system (73) under the condi-
tion ρ = 0.02 < ρ0⋄ ≈ 0.18. The relation of t and u1(t).
The positive equilibrium point E(5, 26) maintains locally
asymptotically stable level.
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Figure 22. Matlab simulation plots of system (73) under the condi-
tion ρ = 0.02 < ρ0⋄ ≈ 0.18. The relation of t and u2(t).
The positive equilibrium point E(5, 26) maintains locally
asymptotically stable level.
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Figure 23. Matlab simulation plots of system (73) under the condition
ρ = 0.02 < ρ0⋄ ≈ 0.18. The relation of u1(t) and u2(t).
The positive equilibrium point E(5, 26) maintains locally
asymptotically stable level.
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Figure 24. Matlab simulation plots of system (73) under the condition
ρ = 0.02 < ρ0⋄ ≈ 0.18. The relation of t, u1(t) and u2(t).
The positive equilibrium point E(5, 26) maintains locally
asymptotically stable level.
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Figure 25. Matlab simulation plots of system (73) under the condition
ρ = 0.23 > ρ0⋄ ≈ 0.18. The relation of t and u1(t). A family
of limit cycles (i.e., Hopf bifurcations) take place around
the positive equilibrium point E(5, 26).
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Figure 26. Matlab simulation plots of system (73) under the condition
ρ = 0.23 > ρ0⋄ ≈ 0.18. The relation of t and u2(t). A family
of limit cycles (i.e., Hopf bifurcations) take place around
the positive equilibrium point E(5, 26).
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Figure 27. Matlab simulation plots of system (73) under the condition
ρ = 0.23 > ρ0⋄ ≈ 0.18. The relation of u1(t) and u1(t). A
family of limit cycles (i.e., Hopf bifurcations) take place
around the positive equilibrium point E(5, 26).
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Figure 28. Matlab simulation plots of system (73) under the condition
ρ = 0.23 > ρ0⋄ ≈ 0.18. The relation of t, u1(t) and u1(t).
A family of limit cycles (i.e., Hopf bifurcations) take place
around the positive equilibrium point E(5, 26).
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Figure 29. Bifurcation diagram of system (73): the time variable t
versus the state variable u1. The bifurcation value ρ0⋄ ≈
0.18.
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Figure 30. Bifurcation diagram of system (73): the time variable t
versus the state variable u2. The bifurcation value ρ0⋄ ≈
0.18.
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7 Conclusions

At present, the exploration on chemical reaction model has aroused great

interest from chemical and mathematical circles. Mathematically speak-

ing, uncovering the influence of delay on the various dynamical behav-

ior of chemical reaction models is an important theme. In this present

research, a novel chlorine dioxide-iodine-malonic acid chemical reaction

model incorporating delays is established. The existence and uniqueness,

non-negativeness of solution to the formulated delayed chlorine dioxide-

iodine-malonic acid chemical reaction model are investigated in detail.

By regarding the delay as bifurcation parameter, we acquire a delay-

independent criterion ensuring the stability and generation of bifurcation

of the formulated delayed chlorine dioxide-iodine-malonic acid chemical

reaction model. By virtue of two reasonable hybrid controllers containing

state feedback and parameter perturbation, we can successfully dominate

the stability domain and the time of generation of Hopf bifurcation of the

formulated delayed chlorine dioxide-iodine-malonic acid chemical reaction

model. The acquired outcomes of this research possess momentous the-

oretical value in preserving the balance of the concentrations of chlorine

dioxide, iodine in chemistry. What is more, the research way can be helpful

in exploring the bifurcation control question of abundant other dynamical

models.
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