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Abstract

Setting up mathematical models to describe the interaction of chemical vari-
ables has been a hot issue in chemical and mathematical areas. Nevertheless, many
mathematical models are only involved with the integer-order differential equation
case. The fruits on fractional-order chemical models are very scarce. In this present
work, on the basis of the previous studies, we set up a novel fractional-order de-
layed Oregonator model. Selecting the time delay as bifurcation parameter, we
obtain novel delay-independent bifurcation conditions that guarantee the stability
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and the appearance of Hopf bifurcation for the fractional-order delayed Oregonator
model. The study shows that time delay plays a vital role in controlling the stability
and the appearance of Hopf bifurcation of the considered fractional-order delayed
Oregonator model. In order to verify the rationality of theoretical results, computer
simulations are carried out.

1 Introduction

In various chemical systems, feedback has an important effect on their dynamics. In

particular, time delayed feedback on the chemical systems has received much interest

from many researchers. Since the work of Belousov [1], the Belousov Zhabotinsky (BZ)

system has attracted great attention from many scholars (see [2,3]). Oregonator model is

an important model that describes the BZ chemical reaction. Usually, Oregonator model

is a nonlinear dynamical system. In 1994, Gray and Scott [4] proposed the following

Oregonator model:




dX (t)

dt
= κ3AY − κ2XY + κ5AX − 2κ4X 2,

dY(t)

dt
= κ3AY − κ2XY +

1

2
gκ0BZ,

dZ(t)

dt
= 2κ5AX − κ0BZ,

(1)

where X = [HBrO2] denotes the concentrations of HBrO2, Y = [Br−] denotes the con-

centrations of Br−, Z = [Ce(IV )] denotes the concentrations of Ce(IV ), A = [BrO−
3 ] =

B denotes the concentrations of BrO−
3 , κ0, κ3, κ4, κ5 are positive constants and g stands

for a changeable parameter. The dimensional version of system (1) takes the form:





ϵ
dw1(t)

dt
= aw2 − w1w2 + w1(1− w1)

ρ
dw2(t)

dt
= −aw2 − w1w2 + gw3,

dw3(t)

dt
= w1 − w3,

(2)

where ϵ, ρ, a, g are positive constants. In [5], Wu and Zhang pointed out that ρ ≪ ϵ, then

ρdw2(t)
dt

→ 0 which leads to w2 ≈ gw3

a+w1
. Substituting w2 ≈ gw3

a+w1
into the first equation and

the third equation of system (2), we get




ϵ
dw1(t)

dt
=

agw3

a+ w1

− gw1w3

a+ w1

+ w1(1− w1),

dw3(t)

dt
= w1 − w3,

(3)

Considering the effect of electric current, the concentrations of Ce(IV ) will be affected

by the past time. Thus there exists a time delay of self-feedback. In order to describe the
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perturbation, Wu and Zhang [5] introduced the perturbation term θw3(t− γ) into system

(3) and obtained the following system:





ϵ
dw1(t)

dt
=

agw3

a+ w1

− gw1w3

a+ w1

+ w1(1− w1),

dw3(t)

dt
= w1 − w3 + θw3(t− γ),

(4)

where γ is a time delay and θ is a control parameter. By applying the stability theorem

and bifurcation theory of delayed differential equation, Wu and Zhang [5] set up a delay-

independent condition to ensure the stability and the existence of Hopf bifurcation for

integer-order delayed system (3).

In recent years, fractional calculus, which is regarded as a generalization of ordinary

differentiation and integration, has attracted much attention from many scholars due to

its great application prospect in numerous fields such as chemistry, neural networks, vis-

coelasticity, biological system, physics, economics and so on [6-8]. The study shows that

fractional-order differential equation is a more suitable tool to describe the actual phe-

nomenon in natural world than the integer-order ones since fractional-order differential

equation depicts the memory and hereditary trait of all kinds of materials and physi-

cal process [9]. At present, a lot of researchers concentrate on the dynamical nature

of fractional-order dynamical models and rich fruits has already borne. One can refer

to [10-13]. Hopf bifurcation is an important dynamical phenomenon of fractional-order

delayed dynamical systems. Revealing the impact of time delay on Hopf bifurcation of de-

layed dynamical models is a crucial topic in fractional-order delayed differential equation.

Nowadays some valuable fruits on fractional-order differential systems have been achieved.

For example, Xu et al. [14] reported the Hopf bifurcation of fractional-order BAM neural

networks including multiple time delays; Yuan et al. [15] studied the stability and Hopf

bifurcation for a fractional-order prey-predator system including two different time delays;

Eshaghi et al. [16] investigated the Hopf bifurcation, chaos control and synchronization

issue for a chaotic fractional-order model. In details, one can see [17-25].

However, it is a pity that all the above works on Hopf bifurcation of fractional-order

dynamical systems merely focus on predator-prey models and neural networks. Up to now,

there are very few publications that are concerned with chemical systems. In order to

make up for deficiency, we think that it is necessary to probe into the delay-induced Hopf

bifurcation issue for the fractional-order Oregonator model. Inspired by the viewpoint
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and based on system (4), we revise system (4) as the following delayed Oregonator model:





ϵ
dwη

1(t)

dtη
=

agw3

a+ w1

− gw1w3

a+ w1

+ w1(1− w1),

dwη
3(t)

dtη
= w1 − w3 + θw3(t− γ),

(5)

where η ∈ (0, 1] and all the parameters owns the same implication as those in system

(4). In details, one can see [5]. We assume that the initial values of system (5) is

wj(t) = φj(t)(j = 1, 2), where φj(t) ∈ [−γ, 0].We think that fractional order model (5) has

greater advantages than the integer-order ones since it can better describe the continuous

transformation process of the the concentrations of HBrO2 and the concentrations of

BrO−
3 in chemistry.

The key aim of this work can be stated as follows: (1) setting up the delay-independent

conditions that guarantee the stability and emergence of Hopf bifurcation for Oregonator

model (5); (2) The influence of time delay on Hopf bifurcation of Oregonator model (5)

is sufficiently revealed.

The key contribution of this work can be summarized as follows:

• Based on the previous research, we set up a novel fractional-order regonator model that

can describe the memory and hereditary trait of the concentrations of HBrO2, Br− and

Ce(IV ).

• A novel delay-independent criterion guaranteeing the stability and the emergence of

Hopf bifurcation of fractional-order delayed Oregonator model is derived. The influence

of time delay on the stability and Hopf bifurcation of fractional-order delayed Oregonator

model (1.5) is explained.

• Up to now, few authors deal with the Hopf bifurcation of fractional-order delayed

Oregonator model .

The rest of this work is arranged as follows. Part 2 presents some necessary knowledge

on fractional-order dynamical system. Part 3 gives delay-independent criterion guaran-

teeing the stability and the emergence of Hopf bifurcation of fractional-order delayed

Oregonator model. Also, the influence of time delay on the stability and Hopf bifurcation

of fractional-order delayed Oregonator model (5) is presented. Part 4 carries out matlab

simulation to check the key theoretical fruits. Part 4 finishes this work.
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2 Preliminary knowledge

In this part, several essential definitions and lemmas on fractional-order differential equa-

tion are prepared.

Definition 2.1. [26] Define the fractional integral of order η of the function l(ζ) as

follows:

Iηl(ζ) =
1

Γ(η)

∫ ζ

ζ0

(ζ − s)η−1l(s)ds,

where ζ ≥ ζ0, η > 0, and Γ(s) =
∫∞
0

ζs−1e−ζdζ represents Gamma function.

Definition 2.2. [26] Assume that l(ζ) ∈ C([ζ0,∞), R). The Caputo-type fractional-

order derivative of order η of l(ζ) is given by

Dηl(ζ) =
1

Γ(l − q)

∫ ζ

ζ0

l(h)(s)

(ξ − s)η−h+1
ds,

where ζ ≥ ζ0 and h stands for a positive integer satisfying h− 1 ≤ η < 1. In addition, if

0 < η < 1, then

Dηl(ζ) =
1

Γ(1− η)

∫ ζ

ζ0

l
′
(s)

(ζ − s)η
ds.

Definition 2.3. [27] For the following fractional-order system:

Dηwi(t) = gi(wi(t)), i = 1, 2, · · · , k, (6)

where η ∈ (0, 1], wi(t) = (w1(t), w2(t), · · · , wk(t)), gi(t) = (g1(t), g2(t), · · · , gk(t)). We say

that (w∗
1, w

∗
2, · · · , w∗

k) is the equilibrium point provided that gi(w
∗
i ) = 0.

Lemma 2.1. [28] Consider the fractional-order system Dηu = Bu, u(0) = u0 where

0 < η < 1, u ∈ Rm,B ∈ Rm×m. Suppose that λi(i = 1, 2, · · · ,m) is the root of the

characteristic equation of Dηu = Bu. Then system Dηu = Bu is said to be asymptotically

stable ⇔ |arg(λj)| > ηπ
2
(j = 1, 2, · · · ,m). In addition, this system is said to be stable ⇔

|arg(λj)| > ηπ
2
(j = 1, 2, · · · ,m) and those critical eigenvalues satisfying |arg(λi)| = ηπ

2
(j =

1, 2, · · · ,m) own geometric multiplicity one.

Lemma 2.2. [29] Consider the fractional-order system Dηw(t) = P1w(t) +P2w(t− γ),

where w(t) = χ(t), t ∈ [−γ, 0], η ∈ (0, 1], w ∈ Rm,P1,P2 ∈ Rm×m, ϱ ∈ R+(m×m). Then the

characteristic equation of the system takes the form: det |sqI − P1 − P2e
−sγ| = 0. Then

the zero solution of the system is said to be asymptotically stable provided that every root

of the characteristic equation of the system owns negative real roots.
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3 Bifurcation exploration for system (5)

In this section, we will discuss the impact of time delay on Hopf bifurcation for model

(5).

Denote (w1∗, w3∗) the equilibrium point of system (3), then

{ agw3∗
a+ w1∗

− gw1∗w3∗
a+ w1∗

+ w1∗(1− w1∗) = 0,

w1∗ − w3∗ + θw3∗ = 0,
(7)

which leads to




w1∗ =
1− g

1−θ
− a+

√(
1− g

1−θ
− a

)2
+ 4a

(
1 + g

1−θ

)

2
,

w3∗ =
w1∗
1− θ

.

(8)

Clearly, system (5) owns the unique positive equilibrium point (w1∗, w3∗) if the following

condition

(A1) θ < 1

holds. Denote w̄1(t) = w1(t)−w1∗, w̄3(t) = w3(t)−w3∗, then system (5) can be expressed

as the form:




dw̄η
1(t)

dtη
=

1

ϵ

[ag(w̄3 + w3∗)

a+ w̄1 + w1∗
− g(w̄1 + w1∗)(w̄3 + w3∗)

a+ (w̄1 + w1∗)

+ (w̄1 + w1∗)(1− (w̄1 + w1∗))
]
,

dw̄η
3(t)

dtη
= (w̄1 + w1∗)− (w̄3 + w3∗) + (θw̄3(t− γ) + w3∗)

(9)

The linearization of Eq. (9) around (0, 0) can be written





dw̄η
1(t)

dtη
= α1w̄1 + α2w̄3,

dw̄η
3(t)

dtη
= w̄1 − w̄3 + θw̄3(t− γ),

(10)

where 



α1 =
1

ϵ

[
+1− 2w1∗ −

2agw3∗
(a+ w1∗)2

]
,

α2 =
g(a− w1∗)

ϵ(a+ w1∗)
.

(11)

In system (10), we still denote w̄1, w̄3 by w1, w3, respectively, then system (10) can be

rewritten as 



dwη
1(t)

dtη
= α1w1 + α2w3,

dwη
3(t)

dtη
= w1 − w3 + θw3(t− γ).

(12)



403

The characteristic equation of system (12) is written as:

det

[
sη − α1 −α2

−1 sη + 1− θe−sγ

]
= 0, (13)

which leads to

s2η + β1s
η + β2 + (ς1s

η + ς2)e
−sγ = 0, (14)

where 



β1 = 1− α1,
β2 = −(α1 + α2),
ς1 = −θ,
ς2 = θα1.

(15)

Now the assumption is given as follows:

(A2) β1 + ς1 > 0, β2 + ς2 > 0.

Lemma 3.1. If (A1) and (A2) are fulfilled, then the positive equilibrium point (w1∗, w3∗)

is locally asymptotically stable.

Proof Under the assumption (A1), one knows that system (5) own a unique positive

equilibrium point (w1∗, w3∗). If γ = 0. Then (14) owns the form:

λ2 + (β1 + ς1)λ+ β2 + ς2 = 0. (16)

By (A2), one can conclude that every root λi of (16) satisfies |arg(λi)| > ηπ
2
(i = 1, 2). It

follows from Lemma 3.1 that (w1∗, w3∗) is locally asymptotically stable, which ends the

proof. ■

Assume that s = iϑ = ϑ
(
cos π

2
+ i sin π

2

)
is a root of (14). Then

{
b1 cosϑγ + b2 sinϑγ = c1,
b2 cosϑγ − b1 sinϑγ = c2,

(17)

where 



b1 = ς1ϑ
η cos

ηπ

2
+ ς2,

b2 = ς1ϑ
η sin

ηπ

2
,

c1 = −ϑ2η cos ηπ − β1ϑ
η cos

ηπ

2
− β2,

c2 = −ϑ2η sin ηπ − β1ϑ
η sin

ηπ

2
.

(18)

By (3.17), one gets

b21 + b22 = c21 + c22. (19)

By means of (18) and (19), we have

ϑ4η + d1ϑ
3η + d2ϑ

2η + d3ϑ
η + d4 = 0, (20)
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where 



d1 = 2β1

(
cos ηπ cos

ηπ

2
+ sin ηπ sin

ηπ

2

)
,

d2 = β2
1 + 2β2 cos ηπ − ς21 ,

d3 = 2(β1β2 − ς1ς2) cos
ηπ

2
,

d4 = β2
2 − ς22 .

(21)

Denote

Ω(ϑ) = ϑ4η + d1ϑ
3η + d2ϑ

2η + d3ϑ
η + d4. (22)

Assume that

(A3) β2
2 < ς22 .

Under the condition (A3), one knows that d4 < 0. In addition, dΩ(ϑ)
dϑ

> 0, ∀ ϑ > 0, then

Eq.(20) owns at least one positive real root. Thus Eq.(14) owns at least one pair of purely

roots.

Assume that Eq.(15) owns four real roots ϑk > 0(k = 1, 2, 3, 4). In view of (17), we obtain

γj
k =

1

ϑk

[
arccos

(
b1c1 + b2c2
b21 + b22

)
+ 2jπ

]
, (23)

where j = 0, 1, 2, · · · , k = 1, 2, 3, 4. Let

γ0 = min
k=1,2,3,4

{γ0
k}, ϑ0 = ϑ|γ=γ0 . (24)

Next we give the following hypothesis:

(A4) U1W1 + U2W2 > 0, where





U1 = 2ηϑ2η−1
0 cos

(2η − 1)π

2
+ ηβ1ϑ

η−1
0 cos

(η − 1)π

2

+ ης1ϑ
η−1
0 cos

(η − 1)π

2
cosϑ0γ0 + ης1ϑ

η−1
0 sin

(η − 1)π

2
sinϑ0γ0,

U2 = 2ηϑ2η−1
0 sin

(2η − 1)π

2
+ ηβ1ϑ

η−1
0 sin

(η − 1)π

2

− ης1ϑ
η−1
0 cos

(η − 1)π

2
sinϑ0γ0 + ης1ϑ

η−1
0 sin

(η − 1)π

2
cosϑ0γ0,

W1 = γ
(
ς1ϑ

η
0 cos

ηπ

2
+ ς2

)
cosϑ0γ0 + γς1ϑ

η
0 sin

ηπ

2
sinϑ0γ0,

W2 = −γ
(
ς1ϑ

η
0 cos

ηπ

2
+ ς2

)
sinϑ0γ0 + γς1ϑ

η
0 sin

ηπ

2
cosϑ0γ0.

(25)

Lemma 3.2. Suppose that s(γ) = µ1(γ)+ iµ2(γ) is the root of (14) near γ = γ0 satisfying

µ1(γ0) = 0, µ2(γ0) = ϑ0, then Re
[
ds
dγ

]
γ=γ0,ϑ=ϑ0

> 0.

Proof According to (14), we get

2ηs2η−1 + ηβ1s
η−1 + ης1s

η−1e−sγ − e−sγ

(
ds

dγ
γ + s

)
(ς1s

η + ς2) = 0, (26)
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which leads to (
ds

dγ

)−1

=
2ηs2η−1 + ηβ1s

η−1 + ης1s
η−1e−sγ

γ(ς1sη + ς2)e−sγ
− γ

s
. (27)

Hence

Re

[(
ds

dγ

)−1
]
= Re

[
2ηs2η−1 + ηβ1s

η−1 + ης1s
η−1e−sγ

γ(ς1sη + ς2)e−sγ

]
. (28)

Thus

Re

[(
ds

dε2

)−1
]

γ=γ0,ϑ=ϑ0

= Re

[
2ηs2η−1 + ηβ1s

η−1 + ης1s
η−1e−sγ

γ(ς1sη + ς2)e−sγ

]

γ=γ0,ϑ=ϑ0

=
U1W1 + U2W2

W2
1 +W2

2

.

By (A4), one gets

Re

[(
ds

dγ

)−1
]

γ=γ0,ϑ=ϑ0

> 0, (29)

which finishes the proof. ■

On the basis of discussion above, the following fruit is derived.

Theorem 3.1. Assume that (A1)-(A4) are satisfied, then the positive equilibrium point

(w1∗, w3∗) of system (5) is locally asymptotically stable provided that γ lies in the interval

[0, γ0) and a Hopf bifurcation will arise around (w1∗, w3∗) provided that γ exceeds the value

γ0.

Remark 3.1. In [5], Wu and Zhang reported the bifurcation of integer-order Oregonator

model. They do not consider the fractional-order case. In this work, based on the work of

Wu and Zhang [5], we set up a novel fractional-order Oregonator model which can better

describe memory and hereditary property of different chemical composition. We obtain the

characteristic equation of the involved fractional-order Oregonator model by using laplace

transform which are different from that for integer-order case in [5]. From this aspect, we

think that the fruit of this work on the stability and the appearance of Hopf bifurcation of

fractional-order Oregonator model (5) are perfectly novel and replenish the work of [5] to

a certain degree.

4 Computer simulations

Example 4.1 Consider the following fractional-order Oregonator model:




ϵ
dwη

1(t)

dtη
=

agw3

a+ w1

− gw1w3

a+ w1

+ w1(1− w1),

dwη
3(t)

dtη
= w1 − w3 + θw3(t− γ),

(30)
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where a = 0.0004, g = 0.7, θ = 2.5, ϵ = 0.3. Evidently, system (30) owns the unique

positive equilibrium point (0.8002, 0.2286). Choose η = 0.72. By means of Matlab, we

get ϑ0 = 0.9023 and γ0 = 0.017. The hypotheses (A1)-(A4) in Theorem 3.1 hold true. In

order to check the stability and Hopf bifurcation of Theorem 3.1, we choose two different

time delay values. Select γ = 0.012 < γ0 = 0.017, then the computer simulation results

are shown in Figure 1 which includes four subfigures. From figure 1, one can see that

the positive equilibrium point (0.8002, 0.2286) is locally asymptotically stable. Subfigure

1 of figure 1 shows the relation of t and w1, subfigure 2 of figure 1 shows the relation of

t and w3, subfigure 3 of figure 1 shows the relation of w1 and w3, subfigure 4 of figure 1

shows the relation of t, w1 and w3. Select γ = 0.026 > γ0 = 0.017, then the computer

simulation results are shown in Figure 2 which includes four subfigures. From figure 2, one

can see that the positive equilibrium point (0.8002, 0.2286) become unstable and a Hopf

bifurcation takes place. Subfigure 1 of figure 2 shows the relation of t and w1, subfigure

2 of figure 2 shows the relation of t and w3, subfigure 3 of figure 2 shows the relation of

w1 and w3, subfigure 4 of figure 2 shows the relation of t, w1 and w3. In Table 1, we have

given the relation of η, ϑ0 and γ0 of (30). Also, the bifurcation plots are given to show

the bifurcation value is 0.017 (see Figures 3-4).
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Figure 1. γ = 0.012 < γ0 = 0.017.
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Figure 2. γ = 0.026 > γ0 = 0.017.

Table 1. The relation of η, ϑ0 and γ0 of (30).

η ϑ0 γ0
0.13 1.5322 0.005
0.25 1.4055 0.008
0.31 1.3744 0.01
0.42 1.2056 0.012
0.50 1.1056 0.015
0.62 1.0231 0.018
0.72 0.9023 0.017
0.81 0.7245 0.042
0.92 0.6723 0.051
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Figure 3. Bifurcation plot of Oregonator system (30): γ-w1.
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Figure 4. Bifurcation plot of Oregonator system (30): γ-w3.

Example 4.2 Consider the following fractional-order Oregonator model:





ϵ
dwη

1(t)

dtη
=

agw3

a+ w1

− gw1w3

a+ w1

+ w1(1− w1),

dwη
3(t)

dtη
= w1 − w3 + θw3(t− γ),

(31)

where a = 0.00035, g = 0.9, θ = 2.6, ϵ = 0.35. Evidently, system (31) owns the unique

positive equilibrium point (0.7502, 0.2084). Choose η = 0.76. By means of Matlab, we

get ϑ0 = .6187 and γ0 = 0.010. The hypotheses (A1)-(A4) in Theorem 3.1 hold true. In

order to check the stability and Hopf bifurcation of Theorem 3.1, we choose two different

time delay values. Select γ = 0.008 < γ0 = 0.010, then the computer simulation results

are shown in Figure 5 which includes four subfigures. From figure 5, one can see that
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the positive equilibrium point (0.7502, 0.2084) is locally asymptotically stable. Subfigure

1 of figure 5 shows the relation of t and w1, subfigure 2 of figure 5 shows the relation of

t and w3, subfigure 3 of figure 5 shows the relation of w1 and w3, subfigure 4 of figure 5

shows the relation of t, w1 and w3. Select γ = 0.015 > γ0 = 0.010, then the computer

simulation results are shown in Figure 6 which includes four subfigures. From figure 6, one

can see that the positive equilibrium point (0.7502, 0.2084) become unstable and a Hopf

bifurcation takes place. Subfigure 1 of figure 6 shows the relation of t and w1, subfigure

2 of figure 6 shows the relation of t and w3, subfigure 3 of figure 6 shows the relation of

w1 and w3, subfigure 4 of figure 6 shows the relation of t, w1 and w3. In Table 2, we have

given the relation of η, ϑ0 and γ0 of (31). Also, the bifurcation plots are given to show

the bifurcation value is 0.010 (see Figures 7-8).
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Figure 5. γ = 0.008 < γ0 = 0.010.
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Figure 6. γ = 0.015 > γ0 = 0.010.

Table 2. The relation of η, ϑ0 and γ0 of (31).

η ϑ0 γ0
0.12 1.3409 0.00012
0.24 1.2352 0.00018
0.32 1.1203 0.00021
0.43 0.9122 0.00025
0.51 0.8132 0.00500
0.63 0.7023 0.00800
0.75 0.6187 0.01000
0.82 0.6022 0.01200
0.93 0.5835 0.01500
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Figure 7. Bifurcation plot of Oregonator system (31): γ-w1.
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Figure 8. Bifurcation plot of Oregonator system (31): γ-w3.

5 Conclusions

Constructing mathematical models to portray the relation of different chemical com-

positions is an important topic in chemistry. However, many works on this aspect are

concerned with the construct of integer-order differential equation models, very few works

involve the fractional-order chemical models. Based on the earlier works, we set up a novel

fractional-order Oregonator model including time delay. Applying Laplace transform, we

obtain the characteristic equation of the involved fractional-order delayed Oregonator

model. By regarding the time delay as bifurcation parameter, we establish a new delay-

independent stability and bifurcation condition to guarantee the stability and the emer-
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gence of Hopf bifurcation for the considered Oregonator model. The investigation shows

that if the time delay lies in a suitable suitable interval, the Oregonator system will keep

a locally stable level and when the time delay exceeds some values, the equilibrium point

of the Oregonator system will become unstable and a Hopf bifurcation will take place. It

also reveals that time delay plays a vital role in controlling the bifurcation behavior of

the fractional-order delayed Oregonator system. The derived fruits are helpful to control

the concentrations of HBrO2, Br− and Ce(IV ). In addition, the research fruits of this

paper supplement the work of Wu and Zhang [5].
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