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Abstract

In this paper, the kinetic realization problem of nonnegative delayed polynomial
systems with uncertainty is addressed. A polynomial delayed differential equation
(DDE) is given, and the goal is to compute reaction graphs (i.e., chemical reaction
networks) realizing its dynamics. Model uncertainty is considered through the as-
sumption that the coefficients of the DDE belong to a convex polytope. Moreover,
it is shown that linearly conjugate delayed realizations can also be analyzed in the
same framework. We give an algorithm with correctness proof for the computation
of all possible linearly conjugate chemical reaction networks corresponding to an
uncertain delayed model. The developed theory and methods are illustrated on two
examples.

1 Introduction

Nonnegative dynamical models have a wide range of applications from molecular (bio)che-

mistry through higher level compartmental systems to certain economical or even trans-

portation processes [1]. A fairly general subset of nonnegative systems is the class of kinetic

models (also called chemical reaction networks or simply, CRNs) [2]. A weighted directed

graph called the reaction graph can be naturally associated to CRNs from which several

key features of the qualitative dynamics can be deduced even in generalized cases [3, 4].
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Explicit time delays are frequently present in various dynamical processes and it is

known that they can fundamentally influence the qualitative dynamical properties of the

models [5, 6]. A common engineering approach is to approximate delayed terms by a

series of ordinary differential equations and thus to trace back the problem to a more

easily tractable model class [7]. However, showing the uniform convergence of the solution

of the approximation and that of the original delayed differential equation (DDE) is far

from being trivial, especially for unbounded nonlinearities such as mass action reaction

rates [8, 9].

Delayed reactions where the substrate consumption is immediate while the product

formation is delayed, have been introduced to kinetic models to simplify reaction cas-

cades by the omission of intermediate complexes [10]. Moreover, delayed reactions can

also represent explicit transport delays in formally kinetic systems such as in compart-

mental models. The dynamical consequences of reaction delays were studied in [11]. The

semistability of complex balanced CRNs was shown in [12] for arbitrary time delays, where

a logarithmic Lyapunov-Krasovskii functional was also proposed.

It is known that the structure and the parametrization of the reaction graph corre-

sponding to a given kinetic dynamics are generally non-unique [2, 13]. Therefore, theo-

retical results and computational algorithms have been developed to determine different

reaction networks realizing a given dynamics [14], clearly showing that optimization is

a useful tool in the analysis of reaction mechanisms (see, also [15]). It is even possible

to compute all distinct reaction graphs corresponding to a set of kinetic ODEs [16]. The

kinetic realization problem of delayed differential equations (DDEs) was first addressed

in [18], where necessary and sufficient conditions of kinetic realizability were given, and

an algorithm was proposed to compute a possible delayed CRN realizing a given DDE.

The purpose of this paper is to complete the work reported in [18] by extending the

results to uncertain and linearly conjugate models. The structure of the paper is the fol-

lowing. The basic notations and known results from previous literature are summarized

briefly in Section 2, while the new contributions can be found in Sections 3-5. In Section

3, we introduce uncertain delayed kinetic models and show their most important struc-

tural properties. Section 4 contains the developed computational methods for determining

delayed reaction graphs from DDEs with correctness proofs. We show two examples in

Section 5 to illustrate the proposed approach followed by a brief summary in Section 6.
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2 Notations and background

In this section, we summarize the notations and definitions used throughout the paper fol-

lowing mainly [12] and [18]. We denote the sets of real numbers and nonnegative integers

by R and N0, respectively. The kth basis vector of Rn is denoted by enk . 0n×m and 1n×m

denotes the n×m zero matrix and n×m unit matrix, respectively. The positive and non-

negative orthants in the n-dimensional Euclidean space Rn are denoted by Rn
>0 and Rn

≥0,

respectively. For τ ≥ 0, let C([−τ, 0],Rn) denote the Banach space of continuous functions

mapping the interval [−τ, 0] into Rn. Similarly, let C([−τ, 0],Rn
>0) and C([−τ, 0],Rn

≥0) de-

note the set of positive and nonnegative functions. For x, y ∈ Rn
≥0, xy =

∏n
i=1 x

yi
i . For any

matrix P ∈ Rn×m, [P ]i,j denotes the entry in row i and column j. Further, [P ]i,· is the ith

row, and [P ]·,j is the jth column of P . Finally, [P ]. 6=j,j is the column vector of size m− 1

containing the off-diagonal elements of the jth column. We say that a square matrix is

a Metzler matrix if its off-diagonal entries are nonnegative. A Metzler matrix is called a

Kirchhoff matrix if all of its column-sums are zero. For any tensor Q ∈ Rp×n×m, [Q]i,j,k

denotes the entry in matrix i, row j and column k. Further, [Q]i,.,. is the ith matrix of

Q. For any matrix P ∈ Rl×n, the results of the multiplication PQ is the tensor R with

[R]i,.,. = P [Q]i,.,.. Similarly, for any matrix P ∈ Rm×l, the result of the multiplicationQP is

the tensor R with [R]i,.,. = [Q]i,.,.P . For x ∈ Rn
≥0 and Y ∈ Rn×m

≥0 , xY = [f1(x) . . . fm(x)]T ,

where fi(x) = xY·,i for i = 1, . . . ,m.

2.1 Nonlinear polynomial models with time delay

We consider general polynomial models with time delay in the following form

ẋ(t) = M0ψ
(
x(t)

)
+

p∑
i=1

Miψ
(
x(t− τi)

)
(1)

where x(t) ∈ Rn is the state vector, Mi ∈ Rn×m for i = 0, . . . , p are coefficient matrices,

ψ(x) = xY with Y ∈ Nn×m
0 , and τi > 0 for i = 1, . . . , p are constant time delays such

that τi 6= τj for i 6= j. The initial function for the model (1) is θ ∈ C([−τ, 0],Rn
≥0), i.e.,

x(t) = θ(t) for −τ ≤ t ≤ 0, where τ = max1≤i≤p τi is the maximum delay. Note that the

tuple (Y,M0, . . . ,Mp) uniquely characterizes the system (1).
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2.2 Kinetic models with delayed reactions

In delayed kinetic models, we assume that the consumption of the reactants is immediate,

while the product formation for any delayed reaction starts after a given constant time

specific to the reaction [10]. Therefore, we can define delayed chemical reaction networks

with three sets, analogously to the classical non-delayed case as follows:

• A set of species : S =
{
Xi | i = 1, . . . , n

}
.

• A set of complexes : C =
{
Cj | j = 1, . . . ,m

}
, where

Cj =
n∑
i=1

αi,jXi j = 1, . . . ,m (2)

αi,j ∈ N0, i = 1, . . . , n, j = 1, . . . ,m. (3)

It is visible that the complexes are formal linear combinations of the species with

the nonnegative integer stoichiometric coefficients αij. The stoichiometric coefficient

vector of the complex Cj is [α1,j . . . αn,j]
T ∈ Rn such that Ci 6= Cj for i 6= j. For

the representation of the environment, we will use the so-called zero complex with

all stoichiometric coefficients equal to zero.

• A set of reactions : R = {R1,R2, . . . ,Rr} of the form

Rj : Cl
κj ,τj−−−→ Cl′ , l, l′ ∈ {1, . . . ,m}, j = 1, . . . , r (4)

where Cl and Cl′ are the reactant (or source) and product complexes, respectively.

The positive numbers κj are the reaction rate coefficients, and the nonnegative real

numbers τj are the time delays associated to the reactions.

The stoichiometric coefficients are collected into the complex composition matrix : [Y ]i,j =

αi,j for i = 1, . . . , n, j = 1 . . . ,m. That is, the jth column of Y is the stoichiometric

coefficient vector of complex Cj. We assume mass action type reaction rates of the form

ρj(x) = κjx
[Y ]·,l for j = 1, . . . , r, where x denotes the concentration vector of the species

(i.e., xi = [Xi]), and Y·,l is the stoichiometric coefficient vector of the source complex of

reaction Rj (see, Eq. (4)).

We assign a weighted directed graph D =
(
V,E

)
=
(
V,Eτ0 , Eτ1 , . . . , Eτp

)
where τ0 =

0, to a delayed reaction network as follows.
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• The vertices correspond to the complexes, i.e., V = {C1, . . . , Cm}.

• The directed edges represent reactions, i.e., (Cl, C
′
l) ∈ Eτi , if Cl is transformed into

C ′l in the network with time delay τi. The union of the Eτi sets of directed edges

form the E set of edges.

• The reaction rate coefficients κj are assigned as positive weights to the edges.

It is important to remark that in contrast to non-delayed reaction networks, we allow

delayed loop edges in delayed CRNs, since a non-zero term in the differential equations

and also physical interpretation can be assigned to them. Furthermore, multiple identi-

cally directed edges can be present between the same pair of vertices if the corresponding

reactions have different time delays.

The general dynamic equations of delayed kinetic systems are the following (see, [12])

ẋ(t) =
r∑
j=1

κj
[(
x(t− τj)

)yj y′j − (x(t)
)yj yj], (5)

where κj is the reaction rate coefficient of Rj, and yj, y
′
j ∈ Nn

0 are the stoichiometric

coefficient vectors of the source and product complexes in Rj, respectively. Moreover,

τj ≥ 0 and the initial function is θ ∈ C([−τ, 0],Rn
≥0). It has been shown in [18] that in

the special case when all τj = 0, Eq. (5) gives the classical model of mass action kinetic

systems known from the literature [2, 19].

Similarly to the non-delayed case, the model (5) can be written in an alternative form,

where the complex composition and the structure of the reaction graph explicitly appear.

For this, we introduce the following notation. Let κ̄τ̄ij,k be the reaction rate of the reaction

Ck
τ̄i−→ Cj, and let τ̄0 = 0. If there is no reaction with source complex Ck, product complex

Cj and delay τ̄i then κ̄τ̄ij,k = 0.

It was shown in [18] that the dynamics of a delayed CRN with reaction steps written

in Eq. (4) can be described by a system of delay differential equations (DDEs) of the form

ẋ(t) = Y A0ψ
(
x(t)

)
+

p∑
i=1

Y Aiψ
(
x(t− τ̄i)

)
, (6)

where Ai ∈ Rm×m, i = 0, . . . , p contain all information about the reaction graph D. The
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structure of Ai is given by

[A0]j,k =


−

m∑
l=1

κ̄τ̄0j,l −
p∑
i=1

m∑
l=1

κ̄τ̄ij,l = −
p∑
i=0

m∑
l=1

κ̄τ̄ij,l, j = k

κ̄τ̄0k,j, j 6= k

(7)

[Ai]j,k = κ̄τ̄ik,j i = 1, . . . , p. (8)

From now on, a delayed CRN given in Eq. (6) is denoted by (Y,A0, . . . , Ap), where A0

is a Metzler matrix, and each Ai has nonnegative entries for i = 1, . . . , p.

Using the following definition we can formalize the relationship between delayed poly-

nomial models and delayed kinetic systems.

Definition 2.1. A delayed reaction network (Y,A0, . . . , Ap) is said to be dynamically

equivalent to a DDE (Ȳ ,M0, . . . ,Mp) if

p∑
i=0

Miψ̄
(
x(t− τi)

)
=

p∑
i=0

Y Aiψ
(
x(t− τi)

)
(9)

where ψ̄(x) = xȲ and ψ = xY .

Note that the functions ψ̄ and ψ on the two sides of Eq. (9) are not necessarily identical,

since the monomials corresponding to purely product complexes generally do not appear

in the differential equations of kinetic systems [3].

We can give necessary and sufficient conditions for kinetic realizability in the delayed

case as follows (see, [18] for more details).

Theorem 2.2. A delayed system (Ȳ ,M0, . . . ,Mp) can be realized as a delayed CRN if and

only if M0ψ̄
(
x(t)

)
is kinetic (in other words, it does not contain negative cross-effects),

i.e.,

[M0]j,k < 0 =⇒
[
Ȳ
]
j,k
> 0 j = 1, . . . , n, k = 1, . . . ,m (10)

and Mi has only nonnegative elements for i = 1, . . . , p.

To show the main idea behind the realization algorithm described later, let us consider

the kinetic realization of a general delayed monomial in the jth equation of a set of kinetic

DDEs:

ẋj(t) = κ

n∏
i=1

xαi
i (t− τ) (11)
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where κ, τ > 0 and αi ∈ N, for i = 1, . . . , n. It can be checked that the following reactions

realize (11)

R0 :
n∑
i=1

αiXi
κ,τ−→ Xj (12)

Rl :
n∑
i=1

αiXi
signαlκ−−−−→

n∑
i=1

αiXi + signκXl l = 1, . . . , n (13)

where a zero reaction rate coefficient in the case of αl = 0 means that no reaction is added

to the realization. To show the correctness of (12)-(13), let us write the corresponding

delayed kinetic model (5) which is given by

ẋl(t) = − signαlκ
n∏
i=1

xαi
i (t)︸ ︷︷ ︸

R0

+ signαlκ
n∏
i=1

xαi
i (t)︸ ︷︷ ︸

Rl

l = 1, . . . , j − 1, j + 1, . . . , n (14)

ẋj(t) = κ

n∏
i=1

xαi
i (t− τ)− signαjκ

n∏
i=1

xαi
i (t)︸ ︷︷ ︸

R0

+ signαjκ
n∏
i=1

xαi
i (t)︸ ︷︷ ︸

Rj

. (15)

As we can see from the above example we can realize a polynomial DDE by assigning

delayed and non-delayed reactions to the monomials. This will allow us to generalize the

concept of the so-called canonical realization described originally in [13].

3 Uncertain kinetic models with time delay

In this section we will consider constrained delayed uncertain systems. We will intro-

duce parametric uncertainty and additional linear constraints to delayed kinetic models.

It is assumed that the monomial coefficients are uncertain and they belong to a convex

polytope in the parameter space. The basic idea behind this approach is that these co-

efficients are often determined (estimated) from imperfect (typically noisy) measurement

data, which results in uncertain estimates. Thus, the used uncertainty polytope can be

computed from, e.g. the covariance matrix of the estimates. We will also consider linear

conjugacy, which is a generalization of dynamical equivalence [20].

3.1 Delayed uncertain kinetic systems

The Mi matrices in Eq. (9) can be arranged in the tensor

Mp = [M0 . . . Mp] ∈ R(p+1)×n×m. (16)
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From the entries ofMp, we construct the column vector

vec(Mp) =
[
[M0]T.,1 . . . [M0]T.,m . . . [Mp]

T
.,1 . . . [Mp]

T
.,m

]T (17)

which defines a point in the Euclidean space R(p+1)nm. Similarly, with the Ai matrices in

Eq. (9) we can construct the tensor

Ap = [A0 . . . Ap] ∈ R(p+1)×m×m. (18)

From the entries of Ap, we define the vector

vec(Ap) =
[
[A0]T. 6=1,1 . . . [A0]T. 6=m,m . . . [A1]T.,1 . . . [A1]T.,m . . . [Ap]

T
.,1 . . . [Ap]

T
.,m

]T (19)

i.e., vec(Ap) contains the off-diagonal entries of A0 and all of the entries of A1, . . . , Ap

taken columnwise as coordinates, which defines a point in the Euclidian space R(p+1)m2−m.

Using (16) and (18) we can write Eq. (9) as

p∑
i=0

[Mp]i,.,.ψ̄
(
x(t− τi)

)
=

p∑
i=0

Y [Ap]i,.,.ψ
(
x(t− τi)

)
. (20)

The parametric uncertainty will be modelled by assuming that the Mp tensor is con-

stant but not precisely known, and it is represented by a point of a (p + 1)nm dimen-

sional polytope, which is defined as the intersection of l halfspaces with normal vectors

n1, . . . , nl ∈ R(p+1)nm and constants b1, . . . , bl ∈ R. Thus, the polytope can be described

by the linear inequality system

P =
{
q ∈ R(p+1)nm

∣∣nT
i q ≤ bi, i = 1, . . . , l

}
. (21)

The task of generating an appropriate complex set for the kinetic representation of

a DDE can be handled as follows. For delayed kinetic systems without uncertainties, we

can generate complexes using Algorithm 1 of [18]. We know that each Mp ∈ P can be

expressed as the convex combination of the corner points of P , thus for each nonzero

entry of Mp there exists at least one corner point of P with the same entry being a

nonzero number with the same sign. Also the complex generation procedure of Algorithm

1 in [18] creates complexes for each monomial in the DDE sequentially. Therefore we

can run Algorithm 1 in [18] for each corner point of P , and then take the union of the

obtained complexes. The corner points of P can be algorithmically determined from the

inequalities in Eq. (21) (see e.g., [21]). This is particularly simple if we assume that the
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model coefficients are the points of a cuboid (i.e., we have minimum and maximum values

for the coefficients). Thus from now on we will consider the complex composition matrix

Y to be given.

We should also consider the kinetic property characterized by Theorem 2.2, i.e., a

polynomial system (Y,Mp) with vec(Mp) ∈ P should be a kinetic system. This can be

ensured by additional linear inequalities

[Y ]j,k = 0 =⇒
[
Mp

]
0,j,k
≥ 0 j = 1, . . . , n, k = 1, . . . ,m (22)[

Mp
]
i,j,k
≥ 0 i = 1, . . . , p, j = 1 . . . , n, k = 1 . . . ,m (23)

These kinetic constraints can be expressed in the same form as the inequalities in Eq.

(21) using unit vectors as the ni normal vectors and zero as the bi constant

[Y ]j,k = 0 =⇒ −e(p+1)nm
(j−1)n+kvec(M

p) ≤ 0 j = 1, . . . , n, k = 1, . . . ,m (24)

− e(p+1)nm
inm+(j−1)n+kvec(M

p) ≤ 0 i = 1, . . . , p, j = 1, . . . , n, k = 1, . . . ,m (25)

Therefore, we can characterize a delayed uncertain kinetic system by the pair [P , Y ].

3.2 Realization types

We can generalize the dynamical equivalence of delayed uncertain systems as follows.

Definition 3.1. A delayed reaction network (Y,Ap) is called a dynamically equivalent

realization of the delayed uncertain kinetic system [P , Y ] if there exists a coefficient tensor

Mp ∈ R(p+1)×n×m such that YAp =Mp holds and vec(Mp) ∈ P.

Consider a delayed uncertain system [P , Y ] and a dynamically equivalent realization(
Y,Ap

)
. It is easy to see from Theorem 2.2 that the kinetic property of a DDE is not

changed by a positive diagonal transformation of the states. By performing a state trans-

formation defined by a positive definite diagonal matrix T ∈ Rn×n we get

x = T x̄, x̄ = T−1x (26)

and

˙̄x(t) = T−1ẋ(t) =

p∑
i=0

T−1[Mp]i,·,·ψ
(
x(t− τi)

)
=

p∑
i=0

T−1[Mp]i,·,·ψ
(
T x̄(t− τi)

)
=

=

p∑
i=0

T−1[Mp
i,·,·] diag

(
ψ(T · 1n×1)

)︸ ︷︷ ︸
ΨT

ψ
(
x̄(t− τi)

)
=

p∑
i=0

T−1[Mp]i,·,·ΨTψ
(
x̄(t− τi)

)
.

(27)
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We can see from the result of (27) that a kinetic realization is given as Y
[
Ap
]
i,·,· =

T−1[Mp]i,·,·ΨT for each i ∈ {0, . . . , p}, i.e., the following equality should hold:

YApΨ−1
T = T−1Mp. (28)

Using the above, we can formalize linear conjugacy for delayed CRNs as follows.

Definition 3.2. A delayed reaction network (Y,Ap) is called a linearly conjugate real-

ization of the delayed uncertain kinetic system [P , Y ] if there exists Mp ∈ R(p+1)×n×m

and T ∈ Rn×n positive definite diagonal matrix, such that YApΨ−1
T = T−1Mp holds and

vec(T−1Mp) ∈ P. We will refer to this realization as the triple (T−1,Mp,ApΨ−1
T ).

Let us arrange the diagonal entries of T−1 in the n-dimensional column vector

vec
(
T−1

)
=
[[
T−1

]
1,1

. . .
[
T−1

]
n,n

]T
(29)

We will also consider a set L of finitely many additional linear constraints guaranteeing

a prescribed property of the computed realizations such as zeroing given reaction rates, or

even weak reversibility which means that each component of the reaction graph is strongly

connected (see, Section 4.3). These constraints can affect the entries of the transformation

matrix T (or T−1 for convenience) and the entries of ApΨ−1
T . Thus the inequalities in L

can be written in the form

αT
i vec

(
T−1

)
+ βT

i vec
(
ApΨ−1

T

)
≤ di (30)

where αi ∈ Rn, βi ∈ R(p+1)m2−m, di ∈ R hold for i = 1, . . . , r, where r is the number of

constraints in L. Thus, we can characterize a constrained delayed uncertain kinetic system

by [P , Y, L].

Definition 3.3. A delayed reaction network (Y,Ap) is called a linearly conjugate realiza-

tion of the constrained delayed uncertain kinetic system [P , L, Y ] if there exists a coeffi-

cient tensorMp ∈ Rn×m×(p+1) and a positive definite diagonal matrix T ∈ Rn×n such that

the equation YApΨ−1
T = T−1Mp holds, vec(T−1Mp) ∈ P and the entries of the matrix

T−1 and tensor ApΨ−1
T fulfil the set L of constraints. We will refer to this realization as

the triple (T−1,Mp,ApΨ−1
T ).
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3.3 Structural analysis

The following definitions and propositions generalizing the notions in [16] and [17] will

help us understand the structure of the linearly conjugate realizations of a constrained

delayed uncertain kinetic system.

Proposition 3.4. Let us consider a constrained delayed uncertain kinetic system [P , L, Y ]

and two linearly conjugate realizations (T−1,Mp,ApΨ−1
T ),

(
T̄−1,M̄p, ĀpΨ−1

T̄

)
. Then for

each c ∈ [0, 1] the realization (T−1
c ,Mp

c ,Apc) with

T−1
c = cT−1 + (1− c)T̄−1 (31)

Mp
c =

(
cT−1 + (1− c)T̄−1

)−1(
cT−1Mp + (1− c)T̄−1M̄p

)
(32)

ApcΨ−1
Tc

= cApΨ−1
T + (1− c)ĀpΨ−1

T̄
(33)

is also a linearly conjugate realization of [P , L, Y ].

Proof.

Since both

A =

p∑
i=0

[
ApΨ−1

T

]
i,·,·

(34)

Ā =

p∑
i=0

[
ĀpΨ−1

T̄

]
i,·,·

(35)

are Kirchhoff matrices

Ac =

p∑
i=0

[Apc ]i,·,· =
p∑
i=0

(
c
[
ApΨ−1

T

]
i,·,·

+ (1− c)
[
ĀpΨ−1

T̄

]
i,·,·

)
= cA+ (1− c)Ā (36)

is also a Kirchhoff matrix. Moreover, since both T−1 and T̄−1 are positive definite diagonal

matrices, T−1
c is also a positive definite diagonal matrix. Furthermore we have that

YApΨ−1
T = T−1Mp (37)

Y ĀpΨ−1
T̄

= T̄−1M̄p (38)

hold, thus

YApcΨ−1
Tc

= cYApΨ−1
T + (1− c)Y ĀpΨ−1

T̄
= cT−1Mp + (1− c)T̄−1M̄p = T−1

c Mp
c . (39)
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We know that vec(T−1
c Mp

c) ∈ P , since P is a polytope, which is of course convex.
For the matrix T−1

c and tensor ApcΨ−1
Tc

the following holds

αT
i vec

(
T−1
c

)
+ βT

i vec
(
ApcΨ−1

Tc

)
≤ αT

i

(
cT−1 + (1− c)T̄−1

)
+ βT

i

(
cApΨ−1

T + (1− c)ĀpcΨ−1
T̄

)
=

= cαT
i vec

(
T−1

)
+ cβT

i vec
(
ApΨ−1

T

)
+

+ (1− c)αT
i vec

(
T̄−1

)
+ (1− c)βT

i vec
(
ĀpcΨ−1

T̄

)
≤

≤ cdi + (1− c)di = di
(40)

for i = 1, . . . , r, i.e., the realization (T−1
c ,Mp

c ,ApcΨ−1
Tc

) also fulfills the set L of constraints.

Definition 3.5. Let us consider a constrained delayed uncertain kinetic system [P , L, Y ]

and a linearly conjugate realization (T−1,Mp,ApΨ−1
T ). It is said that the realization is

1. a sparse realization, if it contains the minimum number of reactions,

2. a dense realization, if it contains the maximum number of reactions.

Definition 3.6. Let us consider a constrained delayed uncertain kinetic system [P , L, Y ]

and a linearly conjugate realization (T−1,Mp,ApΨ−1
T ). It is said that the realization has

a superstructure property if its reaction graph contains the reaction graphs of all other

linearly conjugate realizations of the delayed uncertain kinetic system as subgraphs.

Using the above definitions we can now state the following key result.

Proposition 3.7. Let us consider a constrained delayed uncertain kinetic system [P , L, Y ].

Then a dense linearly conjugate realization (T−1
d ,Mp

c ,ApcΨ−1
Td

) has superstructure property.

Proof. Let us assume that there is a reaction R that does not appear in the dense realiza-

tion but appear in another linearly conjugate realization (T−1,Mp,ApΨ−1
T ). From Propo-

sition 3.4 we know that the convex combination of (T−1
d ,Mp

d,

ApdΨ
−1
Td

) and (T−1,Mp,ApΨ−1
T ) is also a linearly conjugate realization of the delayed un-

certain kinetic system. The reaction graph of the convex combination contains all the

reactions of the dense realization and R, which means it strictly contains the reaction

graph of the dense realization, i.e., we obtain a contradiction.

The following corollary allows us to compute all of the structurally different linearly

conjugate realizations of a delayed uncertain kinetic system (see, Algorithm 4).

Corollary 3.8. Let us consider a constrained delayed uncertain kinetic system. Then

the structure of the unweighted directed reaction graph of the dense linearly conjugate

realization is unique.
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Proof.

This follows directly from Proposition 3.7.

Note that these general results enable us to compute a wide variety of structures as

special cases. Namely, dynamical equivalence is the special case of linear conjugacy, when

T, T−1,ΨT ,Ψ
−1
T are identity matrices, non-delayed systems are special cases with each

delay equal to zero and finally, no uncertainty is a special case when the polytope P is in

fact a single point in the parameter space.

3.4 Example

As an elementary illustrative example, let us consider the kinetic realization of the fol-

lowing delayed uncertain monomial

ẋ(t) = λx(t− τ) (41)

where τ > 0 and λ ∈ [1, 3]. The complex matrix generated by Algorithm 1 of [18] and the

coefficient tensor is

Y = [1 2] [Mp]0,.,. = [0 0] [Mp]1,.,. = [λ 0]. (42)

The uncertainty can be expressed in accordance to Eq. (21) by the following inequalities

(omitting the inequalities ensuring that a particular entry is zero)

[0 0 1 0]Tq ≤ 3 [0 0 − 1 0]Tq ≤ −1. (43)

According to Eqs. (22) and (23) the kinetic property of the system can be ensured by the

additional inequality

[0 0 0 − 1]Tq ≤ 0. (44)

Note that since [Mp]0,1,2 = 0 the above inequality is not necessary. By Eqs. (12) and (13)

it is easy to see that the following reaction network is a linearly conjugate realization of

the system

X 2X3, τ 3

Figure 1. A realization of
(41)

T−1 = [10] [Mp]0,.,. = [0 0] [Mp]1,.,. = [0.3 0]

[Ap]0,.,. =

[
−6 0
3 0

]
[Ap]1,.,. =

[
3 0
0 0

]
.

(45)
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The dense linearly conjugate realization of the model is the following (the reactions of the

realization shown in Figure 1 are highlighted in blue colour):

X 2X2, τ
2.5

0.5

Figure 2. Dense realiza-
tion of (41)

T−1 = [10] [Mp]0,.,. = [0 0] [Mp]1,.,. = [0.3 0]

[Ap]0,.,. =

[
−5 0
2.5 0

]
[Ap]1,.,. =

[
2 0

0.5 0

]
.

(46)

4 Computational approach

In this section, we present the computational framework for the structural analysis of

delayed uncertain kinetic models. The algorithms and results are mainly generalized from

[30] and [17].

Let us consider a constrained delayed uncertain kinetic system [P , L, Y ] and a lin-

early conjugate realization (T−1,M̄p, ĀpΨ−1
T ). Eq. (28) tells us that linearly conjugate

realizations are characterized by

Y ĀpΨ−1
T − T

−1M̄p = 0 ∈ R(p+1)×n×m (47)

where the known parameter is Y and the decision variables to be computed are T−1, M̄p,

and Āp. We aim to develop an optimization framework based on linear programming, but

Eq. (47) is bilinear in the variable pairs Āp, Ψ−1
T and T−1, M̄p, respectively. We can solve

this problem by introducing the auxiliary variables

Ap = ĀpΨ−1
T (48)

Mp = T−1M̄p. (49)

Since both Ψ−1
T and T−1 are diagonal matrices the tensors Āp and M̄p can be simply

computed from Ap andMp (as it will be shown by Eqs. (60)− (61) later). Using the new

variables we can rewrite the constraints necessary for the kinetic realization as

nT
i vec(Mp) ≤ bi i = 1, . . . , l (50)

αT
i vec

(
T−1

)
+ βivec(Ap) ≤ di i = 1, . . . , r (51)

Y [Ap]i,.,. − [Mp]i,.,. = 0 i = 0, . . . , p (52)
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[T−1]j,j > 0 j = 1, . . . , n (53)

[Ap]0,j,k ≥ 0 j, k = 1, . . . ,m, j 6= k (54)

[Ap]i,j,k ≥ 0 i = 1, . . . , p, j, k = 1, . . . ,m (55)
p∑
i=0

m∑
j=1

[Ap]i,k,j = 0 k = 1, . . . ,m. (56)

Considering the number of decision variables, namely the elements of vec(T−1) ∈ Rn,

the elements of vec(Mp) ∈ R(p+1)nm and the elements of vec(Ap) ∈ R(p+1)m2−m, the

above constraints define a polyhedron Q ∈ Rn+(p+1)nm+(p+1)m2−m. Thus a point Q ∈ Q

corresponds to the realization (T−1,Mp,Ap) in the following way

Q = [q1 . . . qn︸ ︷︷ ︸
vec(T−1)

qn+1 . . . qn+(p+1)nm︸ ︷︷ ︸
vec(Mp)

qn+(p+1)nm+1 . . . qn+(p+1)nm+(p+1)m2−m︸ ︷︷ ︸
vec(Ap)

]. (57)

Moreover, each inequality in L defined in Eq. (30) is stored as the triple (αi, βi, di).

4.1 Computing dense linearly conjugate realizations

Firstly, we describe some simple procedures (subroutines) used later in our algorithms. The

procedure FindPositive
(
[P , L, Y ], H

)
computes a point Q ∈ Q that fulfils Eqs. (50)−(56),

such that considering a set H of indices the value of the objective function
∑

j∈H qj is

maximal. The procedure also returns the set B = {j|j ∈ H, qj > 0} of indices and can be

computed in polynomial time in the number of complexes, since it requires the solution

of an LP with n + (p + 1)nm + (p + 1)m2 − m decision variables and l + r + n + (p +

1)nm+ (p+ 1)m2 −m constraints (see the Appendix for the formalized linear program).

The procedure ConvComb(Results) computes the convex combination of the elements of

the input vector based on Eqs. (31)− (33), i.e., if

Results =
[[
vec(T−1

1 ) vec(Mp
1) vec(Ap1)

]
. . .

[
vec(T−1

k ) vec(Mp
k) vec(A

p
k)
]]

(58)

then ConvComb(Results) returns
[
vec(T−1) vec(Mp) vec(Ap)

]
, where

T−1 =
1

k

k∑
i=1

T−1
i Mp =

1

k

k∑
i=1

Mp
i Ap =

1

k

k∑
i=1

Api . (59)

This computation can also be done in polynomial time.

The procedure Decomp(Result) decomposes the original variables based on Eq. (48)−(49)

and returns (T−1,M̄p, Āp), where

M̄p = T

(
1

k

k∑
i=1

Mp
i

)
(60)
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Āp =

(
1

k

k∑
i=1

Api

)
ΨT . (61)

The decomposition of the variables corresponding to Ap is not necessary, since it doesn’t

contain structural information, but the decomposition of the variables corresponding to

Mp enables us to use tensors such that M̄p /∈ P .

Using the above procedures we can formalize the algorithm for computing the dense

linearly conjugate realization for a given uncertain kinetic system as follows.

Algorithm 1 Construct a dense linearly conjugate realization of a given constrained
delayed uncertain kinetic system [P , L, Y ].

1: procedure (T−1,Mp,Ap) = DenseRealization(P , L, Y )
2: H :=

{
1, . . . , n, n+ (p+ 1)nm+ 1, . . . , n+ (p+ 1)nm+ (p+ 1)m2 −m

}
3: B := H
4: while B\{1, . . . , n} 6= ∅ and {1, . . . , n} ⊂ B do
5: H := H ∪ {1, . . . , n}
6: (Q,B) := FindPositive

(
[P , L, Y ], H

)
7: H := H\B
8: push Q into Results
9: end while

10: if H ∩ {1, . . . , n} 6= ∅ then
11: There is no linearly conjugate realization of [P , L, Y ].
12: else
13: Result :=ConvComb(Results)
14: Decomp(Result) determines a dense linearly conjugate realization of [P , L, Y ].
15: end if
16: end procedure

Proposition 4.1. Algorithm 1 returns a dense linearly conjugate realization of the con-

strained delayed uncertain kinetic system [P , L, Y ]. The computation runs in polynomial

time.

Proof.

In the while loop (lines 4-9) we maximize the sum of all variables corresponding to

vec(T−1) and vec(Ap). After each loop we do not consider those variables, which had

positive value and we try to find another point of Q where the remaining variables have

positive value. We repeat this step until no points of Q have positive values among the re-

maining variables, which is equivalent to the value of the objective function being zero, or

until the realization corresponding to the computed point have a diagonal transformation
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matrix T−1 which is only positive semi-definite (since all variables of interest in the loop

have nonnegative value, a positive semi-definite T−1 can only be optimal if there are no

points left with positive definite T−1). This loop will end in finitely many steps, since |H|

is finite and it gets smaller in each step, in fact the loop ends after at most (p+ 1)m2−m

steps. Let us denote the computed points of Q as Q1, . . . , Qk.

If for an index i ∈
{

1, . . . , n, n+ (p+ 1)nm+ 1, . . . , n+ (p+ 1)nm+ (p+ 1)m2 −m
}

there is a point Q ∈ Q such that qi > 0, then there must be a step in the while loop

when the procedure FindPositive
(
[P , L, Y ], H

)
returns a points Qj ∈ Q where qji > 0.

Otherwise j ∈ H after exiting the while loop but in this case the value of the objective

function is not zero, which is a contradiction.

A point D ∈ Q represents a dense linearly conjugate realization if it has the maximum

number of positive elements among the variables qn+(p+1)nm+1, . . . , qn+(p+1)nm+(p+1)m2−m,

which are representing vec(Ap). Obviously only those such coordinates of D can be posi-

tive, which are positive in some of the computed points Q1, . . . , Qk, and these coordinates

will be positive in the point Result. Therefore the point Result has the maximum number

of positive coordinates among the coordinates of interest.

The point Result it the arithmetic mean of the points Q1, . . . , Qk, which is a convex com-

bination of these points, therefore, according to Proposition 3.4, Result ∈ Q holds.

Considering the running time, in the while loop we have to solve at most (p+1)m2−m LPs

with n+(p+1)nm+(p+1)m2−m decision variables and l+r+n+(p+1)nm+(p+1)m2−m

constraints. Therefore, the algorithm runs in polynomial time.

4.2 Computing all linearly conjugate realizations

Generally, linearly conjugate realizations are not unique either structurally or paramet-

rically. Our aim is to compute all structurally distinct linearly conjugate realizations of

a constrained delayed uncertain kinetic system, thus from now on we will consider the

reaction graph structures to be unweighted directed graphs. According to Proposition 3.7

if GD is the reaction graph of the dense linearly conjugate realization and GR is the re-

action graph of another linearly conjugate realization, then E(GR) ⊆ E(GD) holds, i.e.,

GR is the subgraph of GD. According to Corollary 3.8 and Proposition 4.1 GD is unique

and can be computed in polynomial time which is essential for this method.

Our main idea is to try to find a linearly conjugate realization for each subgraph of GD
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(we don’t actually need to check each subgraph, see the complexity analysis of Proposi-

tion 4). Our first observation is that some reactions (i.e., edges in the reaction graph) are

present in each realization. These are called core reactions, and the edges representing

them are called core edges. We will denote the set of core edges by Ec and non-core edges

by Enc. To find out if an edge is core or not we simply need to check the feasibility of the

FindPositive([P , L, Y ], H) (with H containing each index corresponding to the elements

of T−1 and Ap) LP with an additional linear constraint in L, which ensures that a par-

ticular reaction should not be present.

The procedure ZeroEdge(i, j, k) computes the necessary coefficient vectors of the new

constraint.

Algorithm 2 Compute coefficient vectors (α, β, d) of a constraint expressing that
[Ap]i,j,k = 0.

1: procedure (α, β, d) := ZeroEdge(i, j, k)
2: α := 0 ∈ Rn

3: d := 0
4: if i = 0 then
5: if j > k then
6: β = e

(p+1)m2−m
(k−1)(m−1)+j−1

7: else
8: β = e

(p+1)m2−m
(k−1)(m−1)+j

9: end if
10: else
11: β = e

(p+1)m2−m
im2+(k−2)m+j

12: end if
13: end procedure

Using this procedure we can now easily express the additional constraints in the fol-

lowing algorithm, which computes the core reactions.

Proposition 4.2. Algorithm 3 returns the core reactions of the constrained delayed un-

certain kinetic system [P , L, Y ]. The computation runs in polynomial time.

Proof.

Let us assume by contradiction that the algorithm does not return the correct set of core

reactions. The following cases can arise:

• There is a core edge that was not returned by the algorithm. This means that

the corresponding LP was feasible, i.e., there is a realization where the edge is not

present. This is a contradiction.
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Algorithm 3 Compute the core reactions of the constrained delayed uncertain kinetic
system [P , L, Y ].
1: procedure Ec = CoreReactions(P , L, Y )
2: (T−1,Mp,Ap) := DenseRealization(P , L, Y )
3: n := size(Y, 1)
4: m := size(Y, 2)
5: H :=

{
1, . . . , n, n+ (p+ 1)nm+ 1, . . . , n+ (p+ 1)nm+ (p+ 1)m2 −m

}
6: for i := 0, . . . , p do
7: for j := 1, . . . ,m do
8: for k := 1, . . . ,m do
9: if [Ap]i,j,k > 0 then

10: Lc := L
11: push ZeroEdge(i, j, k) into Lc
12: if FindPositive([P , Lc, Y ], H) is infeasible then
13: push (i, j, k) into Ec.
14: end if
15: end if
16: end for
17: end for
18: end for
19: end procedure

• There is a non-core edge that was returned by the algorithm. This means that the

corresponding LP was infeasible, i.e., there are no realizations where the edge is not

present. This is a contradiction.

Considering the running time, we need to solve at most (p+ 1)m2−m LPs with n+ (p+

1)nm+ (p+ 1)m2 −m decision variables and l + r + n+ (p+ 1)nm+ (p+ 1)m2 −m+ 1

constraints. Therefore, the algorithm runs in polynomial time.

Based on the above, each reaction graph can be uniquely described by their non-

core edges. Thus, we will represent reaction graphs by a binary sequence of length N =∣∣E(GD)\Ec
∣∣, where each value represents an edge. If R is a binary squence, then let R[r]

denote the rth element of the sequence, with R[r] = 1 meaning that the rth edge is present

in the GR reaction graph corresponding to R.

For the efficient computation of all realizations we need appropriate data structures. Since

a binary sequence of length N uniquely describes a reaction graph, each graph can be

labeled by the decimal value of the binary sequence, which is in the interval
[
0, 2N − 1

]
.

We will denote this mapping as dec(R). We could store the computed realizations in an

array of length 2N , but our experience shows that the resulting array would be sparse and

allocating memory for a sparse array of this size is not optimal considering memory use.
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Thus, we will store the realizations in an associative array called Realizations. We also

need N + 1 stacks, indexed from 0 to N . The kth stack is denoted as S[k]. During the

algorithm we will temporarily store the computed realizations in these stacks. The stack

S[k] can contain realizations with exactly k reactions, i.e., with exactly k elements equal

to 1 of the corresponding binary sequence. We will compute the number of coordanates

equal to 1 in the sequence R as sum(R).

During the algorithm we will first compute the dense realizations with reaction graph GD.

Then we will compute the core reactions to finally select the non-core realizations. Then

we will try to find dense realizations with one particular non-core edge missing compared

to GD. We do this by adding an additional linear constraint. Then we will repeat this step

by leaving out one particular non-core edge from the computed realizations. We do this,

until all stacks are empty. This way we prune the search tree and don’t have to check all

subgraphs of GD.

The procedure binarize(Ap) computes the binary sequence representing the reaction graph

described by Ap.

Proposition 4.3. Algorithm 4 returns all linearly conjugate realizations of the constrained

delayed uncertain kinetic system [P , L, Y ].

Proof.

Let us assume there is a sequence W which is not returned by the algorithm, but it

describes a linearly conjugate realization of the constrained delayed uncertain kinetic

system. Let R be another realization, which was computed by the algorithm and GW (

GR, i.e.,W [i] = 1 =⇒ R[i] = 1 for i = 1, . . . , N . If there are multiple realizations fulfiling

this property, let R be the one with minimal sum(R). It follows from the definition of the

sequences W and R that there must be an index j such that W [j] = 0 and R[j] = 1.

During the algorithm we compute the sequence U , which is returned by the procedure call

DenseRealization(P , LR,j, Y ), which is a dense realization with the property U [j] = 0. It

is clear that such U sequence always exists, since W satisfies these constraints. We also

know that W 6= U , since it is not returned by the algorithm. Thus, GW ( GU holds,

which is a contradiction, since R is minimal.

Considering the running time, we know that the procedure DenseRealization runs in

polynomial time but it is theoretically possible that each subgraph of GD corresponds to

a linearly conjugate realization, i.e., in the worst case scenario, we need to compute each
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subpgrah of GD, thus, we need to call the procedure DenseRealization 2N times. This

means that the algorithm might require exponential time.

Algorithm 4 Compute all of the linearly conjugate realizations of a constrained delayed
uncertain kinetic system [P , L, Y ].
1: procedure Realizations = AllRealizations(P , L, Y )
2: (T−1,Mp,Ap) := DenseRealization(P , L, Y )
3: Ec :=CoreReactions(P , L, Y )
4: for i := 0, . . . , p do
5: for j := 1, . . . ,m do
6: for k := 1, . . . ,m do
7: if (i 6= 0 or j 6= k) and [Ap]i,j,k > 0 and (i, j, k) /∈ Ec then
8: push (i, j, k) into Enc
9: end if

10: end for
11: end for
12: end for
13: N := size(Enc, 1)
14: D := binarize(Ap)
15: Realizations[D] := (T−1,Mp,Ap)
16: push D into S[N ]
17: for k := N, . . . , 0 do
18: while size

(
S[k]

)
> 0 do

19: R := pop S[k]
20: LR := L
21: for r := 1, . . . , N do
22: if R[r] = 0 then
23: push ZeroEdge

(
Enc[r][1], Enc[r][2], Enc[r][3]

)
into LR

24: end if
25: end for
26: for r := 1, . . . , N do
27: if R[r] = 1 then
28: LR,r := LR
29: push ZeroEdge

(
Enc[r][1], Enc[r][2], Enc[r][3]

)
into LR,r

30: (T−1,Mp,Ap) := DenseRealization(P , LR,r, Y )
31: U :=binarize(Ap)
32: if dec(U) ≥ 0 and dec(U) not in Realizations then
33: Realizations[dec(U)] := (T−1,Mp,Ap)
34: push U into S

[
sum(U)

]
35: end if
36: end if
37: end for
38: end while
39: end for
40: end procedure
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4.3 Computing weakly reversible linearly conjugate realizations

In this section we will demonstrate further the applicability of the general results and

algorithms. We can find realizations with special structural or parametrical properties

as long as we can express the property through additional linear constraints. Weak re-

versibility is such a property and finding these realizations is also motivated by strong

theoretical results [22,23].

First we define a strong notion of connectedness, which is reversibility.

Definition 4.4. Let us consider a reaction network with complexes C. It is said that the

reaction network is reversible if each reaction has a reverse pair, i.e., if Ci, Cj ∈ C and

there is a reaction with Ci as source complex and Cj as product complex, then there is

also a reaction with Cj as source complex and Ci as product complex.

We can see that this is a particularly rigorous condition, therefore we want to introduce

a weaker condition, namely weak reversibility.

Definition 4.5. Let us consider a reaction network with complexes C. It is said that a

complex set C̄ ⊂ C is a strongly connected component, if Ci, Cj ∈ C̄ implies that there is a

directed path from Ci to Cj and C̄ is maximal.

Definition 4.6. Let us consider a reaction network with complexes C. It is said that the

reaction network is weakly reversible if Ci, Cj ∈ C and there is a directed path of reaction

between Ci and Cj, then there is also a directed path of reactions between Cj and Ci.

It is not trivial from this definition that this property can be expressed in the form of

linear constraints, but there exists necessary and sufficient conditions for weak reversibil-

ity, namely a reaction network is weakly reversible if and only if there are no edges between

its strongly connected components.

This condition enables us to use linear constraints, since we simply need to compute

the dense realization, then identify the edges between the strong components and add

linear constraints ensuring that these particular edges will no longer be present. Then we

need to repeat this step until either we find a weakly reversible structure, or we reach an

infeasible problem, which means that there are no such structures.

The procedure FindCrossEdges(Ap) returns the edges between the strongly connected
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components of the unweighted and undelayed reacion graph described baAp. The returned

set of cross-component edges will be denoted Ecr. This is done by the Kosaraju-Sharir

algorithm, which is a linear time algorithm for finding strongly connected components.

Algorithm 5 Compute the dense weakly reversible linearly conjugate realizations of a
constrained delayed uncertain kinetic system [P , L, Y ].

1: procedure (T−1,Mp,Ap) = WRRealization(P , L, Y )
2: (T−1,Mp,Ap) := DenseRealization(P , L, Y )
3: Ecr := FindCrossEdges(Ap)
4: while Ecr 6= ∅ do
5: for r := size(Ecr, 1) do
6: for i := 0, . . . , p do
7: push ZeroEdge

(
i, Ecr[r][2], Ecr[r][1]

)
into L

8: end for
9: end for

10: (T−1,Mp,Ap) = DenseRealization(P , L, Y )
11: Ecr := FindCrossEdges(Ap)
12: end while
13: if (T−1,Mp,Ap) is an invalid realization then
14: There is no weakly reversible linearly conjugate realization of [P , L, Y ].
15: else
16: (T−1,Mp,Ap is a dense linearly conjugate realization of [P , L, Y ].
17: end if
18: end procedure

Proposition 4.7. Algorithm 5 returns the dense weakly reversible linearly conjugate re-

alization of the constrained delayed uncertain kinetic system [P , L, Y ]. The computation

runs in polynomial time.

Proof.

Let G be the reaction graph of a weakly reversible linearly conjugate realization. Accord-

ing to Proposition 3.7 G must be the subgraph of the dense linearly conjugate realization,

which is denoted by G0 = GD. Since G cannot have edges between its strongly connected

components and each strongly connected component in G is a subgraph of a strongly

connencted component in G0, the cross-component edges of G0 cannot be in G. Since we

can express this as linear constraints, there must be a dense linearly conjugate realization

without these edges, and its reaction graph is denoted by G1.

Similarly, the cross-component edges of G1 cannot be in G, i.e., there exists a dense lin-

early conjugate realization without these edges, and its reaction graph is denoted by G2.

Repeating the same step we arrive at a reaction graph Gk, with no cross-component edges
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or no edges at all. In the second case there is no weakly reversible linearly conjugate re-

alization of [P , L, Y ]. In the first case G ⊂ Gk and according to Proposition 3.7 Gk must

be the dense weakly reversible linearly conjugate realization of [P , L, Y ].

Considering the running time, the Kosaraju-Sharir algorithm is a linear time algorithm

in the number of vertices and edges. If there are N edges in the unweighted and unde-

layed reaction graph, then the while loop runs at most N times, i.e., we have to call the

DenseRealization procedure at most N + 1 times, which is a polynomial algorithm. Thus,

the algorithm runs in polynomial time.

5 Examples

The algorithms presented were implemented in Python 3.6.8 using the Gurobi Optimiza-

tion 8.1 solver [24]. The computations were tested on a workstation with 2.7 GHz Intel

Core i7-7500U processor and 8 Gb RAM (DDR4 2133 MHz, 0.5 ns).

5.1 Oregonator

The Oregonator is the simplest realistic model of the chemical dynamics of the Belousov-

Zhabotinsky reaction [25]. The dimensionless form of the delayed Oregonator model is

(see the Appendix for the derivation)

ẋ(θ) = α
(
fβy(θ)− fαx(θ)y(θ) + αx(θ)− 2βx2(θ)

)
(62)

ẏ(θ) = −y(θ)− α

β
x(θ)y(θ) +

α

β
x(θ − ε) (63)

where θ is the rescaled time variable and α, β, f, ε ∈ R>0.

The matrices describing the system are

Y =

[
0 1 1 2 0
1 1 0 0 0

]
M0 =

[
αfβ −fα2 α2 −2αβ 0
−1 −α

β 0 0 0

]
M1 =

[
0 0 0 0 0
0 0 α

β 0 0

]
(64)

Regarding the α, β, f and ε parameters, there are two classical parametrizations of the

model, namely the Field-Kőrös-Noyes (FKN) parameter set [26] (see, Figure 3(a)) and the

Field-Försterling parameter set [27] (see, Figure 3(b)). Figure 3 shows the distribution

of the number of structurally different linearly conjugate realizations depending on the

number of reactions. Note that the different parametrizations yield different distributions,
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and although we removed the Z intermediate species the sparse realizations still have 7

reactions.

(a) α = 77 β = 0.16 f = 1

(b) α = 5.1 β = 0.035 f = 0.57

Figure 3. Distributions of structurally different realizations

We will model the uncertainty of the Oregonator model by assuming that the α, β
and f parameters are in the cuboid defined by the FKN and Field-Försterling parameter
sets (we will not consider the ε parameter, since the exact value of the delay does not
affect the structure of realizations):

0.10 ≤ [Mp]0,1,1 ≤ 12.32 − 5929.00 ≤ [Mp]0,1,2 ≤ −14.83 26.01 ≤ [Mp]0,1,3 ≤ 5929.00 (65)
− 24.64 ≤ [Mp]0,1,4 ≤ −0.36 − 2200.00 ≤ [Mp]0,2,2 ≤ −31.87 31.87 ≤ [Mp]1,2,3 ≤ 2200.00 (66)

Figure 4 shows the distribution of the number of structurally different linearly conjugate

realizations of the uncertain delayed system depending on the number of reactions.
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Figure 4. Distributions of structurally different realizations

Note that the introduction of uncertainty resulted in much more structurally different

realizations and the 4 sparse realizations have only 5 reactions. The T−1 matrices and

Mp tensors of the sparse realizations are (rounded to two significant decimals):

T−1
1 =

[
10 0
0 10

]
[Mp

1]0,·,· =

[
0.2 −220.00 297.75 −2.46 0
−0.1 −220.00 0 0 0

]
[Mp

1]1,·,· =

[
0 0 0 0 0
0 0 111.59 0 0

]
(67)

T−1
2 =

[
10 0
0 10

]
[Mp

2]0,·,· =

[
0.1 −220.00 297.75 −2.46 0
−0.1 −220.00 0 0 0

]
[Mp

2]1,·,· =

[
0 0 0 0 0
0 0 111.59 0 0

]
(68)

T−1
3 =

[
10 0
0 10

]
[Mp

3]0,·,· =

[
0.1 −220.00 297.75 −2.46 0
−0.1 −220.00 0 0 0

]
[Mp

3]1,·,· =

[
0 0 0 0 0
0 0 111.59 0 0

]
(69)

T−1
4 =

[
10 0
0 10

]
[Mp

4]0,·,· =

[
0.2 −220.00 297.75 −2.46 0
−0.1 −220.00 0 0 0

]
[Mp

4]1,·,· =

[
0 0 0 0 0
0 0 111.59 0 0

]
(70)

Figure 5 shows the reaction graphs of the sparse realizations. Delayed reactions are

represented by dashed lines.
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Figure 5. Reaction graphs of sparse realizations

5.2 Delayed Lotka-Volterra reactions with three species

The Lotka-Volterra equations are used to model biological systems where the different

species interact with each other and the environment. Let us consider a Lotka-Volterra

system with three species from the literature [28, 29]

ẋ1(t) = u+
(
κ1 − d− κ2x1(t)− ax2(t)− bx3(t)

)
x1(t) (71)

ẋ2(t) = u+
(
κ1 − d− bx1(t)− κ2x2(t)− ax3(t)

)
x2(t) (72)

ẋ3(t) = u+
(
κ1 − d− ax1(t)− bx2(t)− κ2x3(t)

)
x3(t) (73)

where the parameters u and d denote a constant migration into and out of the habitat, the

parameters κ1 and κ2 denote the birth and death rate coefficients of the species and the

parameters a and b denote comptetition between the species. Of course u, d, κ1, κ2, a, b > 0

and according to the literature we set κ1 − d = κ2 = 1 [29].

We introduce delays τ1 to the terms κ1xi(t), for i = 1, . . . , 3. (For simplicity, we

assume that the delays corresponding to each term are the same for the three species.)

Eqs. (74)− (76) below describe the dynamics of the delayed system, and Figure 6 shows

a reaction graph drawn using the literature (see [28] for the non-delayed version).

ẋ1(t) = u+ κ1x1(t− τ1)−
(
d+ κ2x1(t) + ax2(t) + bx3(t)

)
x1(t) (74)

ẋ2(t) = u+ κ1x2(t− τ1)−
(
d+ bx1(t) + κ2x2(t) + ax3(t)

)
x2(t) (75)

ẋ3(t) = u+ κ1x3(t− τ1)−
(
d+ ax1(t) + bx2(t) + κ2x3(t)

)
x3(t) (76)
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Figure 6. Delayed Lotka-Volterra reactions with three species

Note that this is not the canonical realization (the edges representing the deaths of

the species would have Xi as the source complex and ∅ as the product complex, for

i = 1, . . . , 3), but our complex generation algorithm (Algorithm 1 of [18]) computes the

same complex set. The matrices describing the system are

Y =

2 0 0 1 0 0 0 1 1 0
0 2 0 0 1 0 0 1 0 1
0 0 2 0 0 1 0 0 1 1

 (77)

M0 =

−κ2 0 0 d 0 0 u −a −b 0
0 −κ2 0 0 d 0 u −b 0 −a
0 0 −κ2 0 0 d u 0 −a −b

 (78)

M1 =

0 0 0 κ1 0 0 0 0 0 0
0 0 0 0 κ1 0 0 0 0 0
0 0 0 0 0 κ1 0 0 0 0

 . (79)

Figure 7 shows the result of Algorithm 5 run with the matrices above, which is the

dense weakly reversible realization of the system consisting of 42 reactions (which, inci-

dentally, has identical structure with the dense realization).
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Figure 7. Dense weakly reversible linearly conjugate realization

6 Conclusions

The inverse problem of computing reaction graphs from delayed kinetic polynomial dif-

ferential equations was addressed in this work. Building on the initial realizability results

described in [18], linear conjugacy and parametric uncertainty of the models were added

and treated in the same computational framework based on convex optimization. It was

shown that similarly to previous results (see, e.g. [16,30]), the dense realization containing

the maximum number of reactions is a super-structure containing all admissible reaction

graphs corresponding to a given uncertain DDE assuming a fixed complex set. An al-

gorithm was proposed which is able to compute each one of these reaction graphs. It is

expected that the presented results can be used in the distinguishability and identifia-

bility analysis of delayed kinetic models identified from imperfect (noisy) measurement

data, and also in the design of reaction networks with prescribed dynamical properties.

Finally, it is important to note that earlier results on the computational construction of

non-delayed CRNs in [23,30] can be considered as special cases of the general framework

proposed in this paper.
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Appendix

FindPositive
The linear program solved by the FindPositive

(
[P , L, Y ], H

)
procedure is given below:

maximize
∑
j∈H

qj

subject to

·
(p+1)nm∑
j=1

[ni]jqn+j ≤ bi i = 1, . . . , l (80)

·
n∑
j=1

[αi]jqj +

(p+1)m2−m∑
j=1

[βi]jqn+(p+1)nm+j ≤ di i = 1, . . . , r (81)

· qn+(j−1)m+k−
k−1∑
l=1

(
[Y ]j,l − [Y ]j,k

)
qn+(p+1)nm+(k−1)(m−1)+l−

−
m∑

l=k+1

(
[Y ]j,l − [Y ]j,k

)
qn+(p+1)nm+(k−1)(m−1)+l−1+

+ [Y ]j,k

p∑
i=1

m∑
l=1

qn+(p+1)nm+im2+(k−2)m+l = 0 j = 1, . . . , n, k = 1, . . . ,m (82)

· qn+inm+(j−1)m+k −
m∑
l=1

[Y ]j,lqn+(p+1)nm+im2+(k−2)m+l = 0

i = 0, . . . , p, j = 1, . . . , n, k = 1, . . . ,m (83)

· qj ≥ 0 j = 1, . . . , n, n+ (p+ 1)nm+ 1, . . . , n+ (p+ 1)nm+ (p+ 1)m2 −m. (84)

Derivation of the dimensionless delayed Oregonator model

The non-delayed Oregonator model [10] is

A+ Y
k1−→ X + P (85)

X + Y
k2−→ 2P (86)

A+X
k3−→ 2X + Z (87)

2X
k4−→ A+ P (88)

Z
k5−→ fY. (89)

The concentration of A is taken to be constant by replenishment from a large external
reservoir and P is a product species that we can omit from the network, since it does not
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take part in any further reaction.
The ODEs of the reactions are

Ẋ = k1AY + k3AX − k2XY − 2k4X (90)

Ẏ = k5fZ − k1AY − k2XY (91)

Ż = k3AX − k5Z. (92)

By defining

θ = k1At ε = k1Aτ (93)

x(θ) =
X

A

√
k2k4

k1k3

y(θ) =
Y

A

k2

fk3

(94)

α =

√
k3

k1

β =

√
k4

k2

(95)

z(θ) =
Z

A

k5

k3A

√
k2k4

k1k3

γ =
k5

k1A
(96)

we get the so-called dimensionless form of the ODEs of the reactions (suppressing the
rescaled time variable θ)

ẋ = α
(
fβy − fαxy + αx− 2βx2

)
(97)

ẏ = −y − α

β
xy +

α

β
z (98)

ż = γ(x− z). (99)

It is claimed in the literature that the only role of the species Z is to imitate delayed
feedback, hence the introduction of a delayed reaction is a suitable approximation [10].
For this we have to separate the product complex of the reaction in Eq. (87)

A+X
1
2
k3−−→ 4X (100)

A+X
1
2
k3−−→ 2Z. (101)

Now we can omit the intermediate Z species and get the reactions

A+ Y
k1−→ X + P (102)

X + Y
k2−→ 2P (103)

A+X
1
2
k3−−→ 4X (104)

A+X
1
2
k3,τ−−−→ 2fY (105)

2X
k4−→ A+ P. (106)

From these reactions we get the following DDE

Ẋ(t) = k1AY (t) + k3AX(t)− k2X(t)Y (t)− 2k4X
2(t) (107)
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Ẏ (t) = −k1AY (t)− k2X(t)Y (t) + k3fAX(t− τ) (108)

which becomes

ẋ(θ) = α
(
fβy(θ)− fαx(θ)y(θ) + αx(θ)− 2βx2(θ)

)
(109)

ẏ(θ) = −y(θ)− α

β
x(θ)y(θ) +

α

β
x(θ − ε) (110)

after transformed to the dimensionless form using Eqs. (93)− (96).

Interpreting the results of the realization algorithms

Omitting the species A and P from Eqs. (102)− (106) we get

Y
k1−→ X (111)

X + Y
k2−→ ∅ (112)

X
1
2
k3−−→ 4X (113)

X
1
2
k3,τ−−−→ 2fY (114)

2X
k4−→ ∅. (115)

Since the complexes present in the equation are sufficient for realization the complexes
4X and 2fY do not appear, although we can ensure the ubiety of these complexes. Figure
8 shows the dense realization with the additional complexes. The reactions of the sparse
realization from Figure 5(c) are highlighted.

Y

X + Y

X

2X

0

4X

2Y

Figure 8. Dense realization with additional complexes
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Note that our computational framework can handle non-integer stoichiometric coeffi-
cients, however for the sake of simplicity we consider the f scalar to affect the reaction
rate.
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