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Abstract This paper presents a connection between some new results from the theory of

sequence spaces in functional analysis and physical chemistry and crystallography. We show

that the sequence spaces arp are equal to the sets of all sequences whose Cesàro means of order 1

are in `p for 1 < p <∞, but that this result does not hold for p = 1. As a consequence, we are

able to considerably simplify the results concerning the dual spaces and matrix transformations

involving the spaces arp and arp(∆) in [1, 5], and to add the characterizations of more classes

of matrix transformations. Our results also extend our recent ones in [10]. Furthermore, we

demonstrate how our results can be applied to crystallography, in particular to determine the

shape of Wulff’s crystals which in some cases can be considered as neighborhoods in certain

metrizable topologies. Finally we use our software for the graphical representation of some of

the crystals and their surface energy functions.

1 Introduction, Notations and Known Results

Aydın and Başar defined the sequence spaces ar0, arc, a
r
0(∆) and arc(∆) for 0 < r < 1

in [2, 3]. They determined some Schauder bases for their spaces, found the α–, β– and

γ–duals, and characterized some classes of matrix transformations on them. Furthermore,

various classes of compact matrix operators on the spaces ar0, arc, a
r
0(∆) and arc(∆) were
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characterized in [6, 7, 11]. In a recent paper [10], we included the sets ar∞ and ar∞(∆) in

our studies, and showed that the sets ar0, arc and ar∞ are equal to the matrix domains of

the Cesàro matrix of order 1 in the sets c0, c and `∞ of null, convergent and bounded

sequences. Applying this result and using known results on the spaces of generalized

weighted means established in [9] and [12], we were able to considerably simplify the

results and their proofs in [2] and [3], and add the characterizations of some more classes

of matrix transformations; in particular, the sets ar0(∆), arc(∆) and ar∞(∆) reduce to

simple special cases of the spaces s0
α, sα and s

(c)
α in [8].

Also Aydın [1], and Demiriz and Çakan [5] introduced the spaces arp and arp(∆) for

0 < r < 1 and 1 < p <∞. In this paper, we obtain the corresponding results to those in

[10] for the spaces arp and arp(∆), in particular, we are going to show that the sets arp are

equal to the matrix domains of the Cesàro matrix of order 1 in the sets `p for 1 < p <∞,

and that this result does not extend to the case p = 1. We will also see that the spaces

arp(∆) reduce to simple special cases of the spaces `pα in [8] for 1 < p <∞.

Now we recall the most important notations, definitions and results needed in this

paper.

A sequence (bn)∞n=0 in a linear metric space X is called a Schauder basis if, for each

x ∈ X, there exists a unique sequence (λn)∞n=0 of scalars such that x =
∑∞

n=0 λnbn.

By ω and φ we denote the sets of all complex sequences x = (xk)
∞
k=0 and all finite

sequences. We write bs and cs for the sets of all bounded and convergent series; also let

`p = {x ∈ ω :
∑∞

k=0|xk|p <∞} for 1 ≤ p <∞. As usual, e and e(n) (n = 0, 1, . . . ) are the

sequences with ek = 1 for all k, and e
(n)
n = 1 and e

(n)
k = 0 for k 6= n.

A subspace X of ω is said to be a BK space if it is a Banach space with continuous

coordinates Pn : X → |C (n = 0, 1, . . . ) where Pn(x) = xn for all x = (xk)
∞
k=0 ∈ X.

A BK space X ⊃ φ is said to have AK if every sequence x = (xk)
∞
k=0 ∈ X has a

unique representation x = limm→∞ x
[m] where x[m] =

∑m
n=0 xne

(n) is the mth section of

the sequence x.

If x and y are sequences and X and Y are subsets of ω, then we write x ·y = (xkyk)
∞
k=0,

x−1 ∗ Y = {a ∈ ω : a · x ∈ Y } and M(X, Y ) =
⋂
x∈X x

−1 ∗ Y = {a ∈ ω : a · x ∈ Y for all

x ∈ X} for the multiplier space of X and Y ; in particular, we use the notations xα =

x−1 ∗ `1, xβ = x−1 ∗ cs and xγ = x−1 ∗ bs, and Xα = M(X, `1), Xβ = M(X, cs) and

Xγ = M(X, bs) for the α–, β– and γ–duals of X.
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Given any infinite matrix A = (ank)
∞
n,k=0 of complex numbers and any sequence x, we

write An = (ank)
∞
k=0 for the sequence in the nth row of A, Anx =

∑∞
k=0ankxk (n = 0, 1, . . . )

and Ax = (Anx)∞n=0 for the A transform of x, provided An ∈ xβ for all n. If X and Y are

subsets of ω, then XA = {x ∈ ω : Ax ∈ X} denotes the matrix domain of A in X and

(X, Y ) is the class of all infinite matrices that map X into Y ; so A ∈ (X, Y ) if and only

if X ⊂ YA. A matrix A is said to be regular, if A ∈ (c, c) and limn→∞Anx = limk→∞ xk

for all x ∈ c.
An infinite matrix T = (tnk)

∞
n,k=0 is said to be a triangle if tnk = 0 (k > n) and tnn 6= 0

for all n. We write U for the set of all sequences u with uk 6= 0 for all k; if u ∈ U then

1/u = (1/uk)
∞
k=0. Let n + 1 = (n + 1)∞n=0. We define the matrices Σ, ∆, ∆+ and C(1)

by Σnk = 1 (0 ≤ k ≤ n), Σnk = 0 (n < k), ∆nn = ∆+
nn = 1, ∆n+1,n = ∆+

n,n+1 = −1,

∆nk = ∆+
nk = 0 (otherwise) and C

(1)
nk = (1/(n+ 1))Σnk for all n, k = 0, 1, . . . .

Let u, v ∈ U and X be a subset of ω. The sets W (u, v;X) = v−1 ∗ (u−1 ∗ X)Σ

of generalized weighted means were defined and studied in [9] and [12]. In particular,

W (1/(n + 1), e, c0) = (c0)C(1) , W (1/(n + 1), e, c) = cC(1) , W (1/(n + 1), e, `∞) = (`∞)C(1)

and W (1/(n + 1), e, `p) = (`p)C(1) (1 ≤ p < ∞) are the spaces of all sequences that are

summable to 0, summable, and bounded by the Cesàro method C(1) of order 1 and

whose C(1)– transforms are in `p; we write C0 = (c0)C(1) , C = cC(1) , C∞ = (`∞)C(1) , and

Cp = (`p)C(1) , for short.

Let 0 < r < 1 and A(r) = (a
(r)
nk )∞n,k=0 be the triangle with a

(r)
nk = (1 + rk)/(n + 1)

(0 ≤ k ≤ n; n = 0, 1, . . . ). Then we have ar0 = (c0)A(r) , arc = cA(r) ([2]), ar∞ = (`∞)A(r)

([10]), arp = (`p)A(r) for 1 < p < ∞ ([1]) and ar1 = (`1)A(r) ; we also write r̃ = (1 + rk)∞k=0,

and observe ar0 = r̃−1 ∗ C0 = W (1/(n + 1), r̃, c0), arc = r̃−1 ∗ C = W (1/(n + 1), r̃, c),

ar∞ = r̃−1 ∗ C∞ = W (1/(n + 1), r̃, `∞) and arp = r̃−1 ∗ Cp = W (1/(n + 1), r̃, `p) for

1 ≤ p <∞. The spaces ar0(∆) = (ar0)∆, arc(∆) = (arc)∆ and ar∞(∆) = (ar∞)∆ were studied

in [3] and [10], and arp(∆) = (arp)∆ for 1 < p <∞ were studied in [5].

We remark that since the matrices A(r) and ∆ are triangles, `∞, c, c0 and `p are

BK spaces with respect to their natural norms defined by ‖x‖∞ = supk |xk| and ‖x‖p =

(
∑∞

k=0|xk|p)1/p ([14, p. 55]), c0 is a closed subspace of c and c is a closed subspace of `∞

([14, Corollary 4.2.4]), the spaces ar∞, arc, a
r
0 and arp areBK spaces with their natural norms

defined by ‖x‖ar∞ = ‖A(r)x‖∞ = supn |A
(r)
n x| and ‖x‖arp = ‖A(r)x‖p = (

∑∞
k=0|A

(r)
n x|p)1/p

by [14, Theorem 4.3.12], ar0 is a closed subspace of arc, and arc is a closed subspace of ar∞
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by [14, Theorem 4.3.14]; similarly ar∞(∆), arc(∆), ar0(∆) and arp(∆) are BK spaces with

their natural norms defined by ‖x‖ar∞(∆) = ‖∆x‖ar∞ and ‖x‖arp(∆) = ‖∆x‖arp , ar0(∆) is a

closed subspace of arc(∆), and arc(∆) is a closed subspace of ar∞(∆). These results contain

[2, Theorem 2.1], [3, Theorem 2.1] and [5, Theorem 2.1].

Schauder bases for ar0 and arc were determined in [2, Theorem 3.1 (a) and (b)], for ar0(∆)

and arc(∆) in [3, Theorem 3.1 (a) and (b)] and for arp(∆) (1 < p < ∞) in [5, Theorem

3.1]. We observe that, since c0 and `p have AK, and (e, e(0), e(1), . . . ) is a Schauder basis

for c, the statements in [2, Theorem 3.1 (a) and (b)] are an immediate consequence of the

first part of [9, Theorem 2.2], and an application of the second part of [9, Theorem 2.2]

to the bases of ar0, arc and arp yields the statements in [3, Theorem 3.1 (a) and (b)] and [5,

Theorem 3.1]. We remark that, since matrix multiplication is associative for triangles by

[14, Corollary 1.4.5], putting B(r) = A(r) · ∆, we obtain ar0(∆) = (c0)B(r) , arc(∆) = cB(r)

and arp(∆) = (`p)B(r) and [3, Theorem 3.1 (a) and (b)] and [5, Theorem 3.1] would also

be immediate consequences of [11, Corollary 2.3 (a) and (b)].

Our results have an interesting and important application in crystallography, in par-

ticular in the growth of crystals. According to Wulff’s principle [15], the shape of a crystal

is uniquely determined by its surface energy function. The details of Wulff’s construction

can be found in [13]. A surface energy function is a real–valued function depending on

a direction in space. If the surface energy function is given by a norm then the shape of

the corresponding crystal is given by a neighborhood in the dual norm.

We use our own software package which, among other things, enables us to graphically

represent Wulff’s crystals and their corresponding surface energy functions. We emphasize

that all the graphics in this paper were created with our own software.

2 The Main Results

First we show that arp = Cp for all r ∈ (0, 1) and 1 < p <∞; we also show that this result

does not extend to p = 1.

If y is any sequence then we write

σn(y) = C(1)
n y =

1

n+ 1

n∑
k=0

yk (n = 0, 1, . . . )

for the nth C(1) mean of the sequence y.
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Theorem 2.1 We have

Cp ⊂
6=

(
1

n + 1

)−1

∗ `p for 1 ≤ p <∞ (2.1)

and

Cp = arp for all r ∈ (0, 1) and 1 < p <∞. (2.2)

Proof: First we show the inclusion in (2.1).

Let x ∈ Cp be given. Then we have
∑∞

n=0 |σn(x)|p <∞, and

xn
n+ 1

= σn(x)− n

n+ 1
· σn−1(x) for n = 0, 1, . . .

implies (
∞∑
n=0

(
|xn|
n+ 1

)p)1/p

≤

(
∞∑
n=0

|σn(x)|p
)1/p

+

(
∞∑
n=0

|σn−1(x)|p
)1/p

<∞,

that is, (xn/(n + 1))∞n=0 ∈ `p and so x ∈ (1/(n + 1))−1 ∗ `p. Thus we have shown the

inclusion in (2.1).

Now we show that the inclusion in (2.1) is strict.

If 1 < p < ∞, then obviously e ∈ ((1/(n + 1))−1 ∗ `p) \ Cp. If p = 1, then we choose the

sequence x = (1/
√
k + 1)∞k=0, and obtain xk/(k + 1) = (k + 1)−3/2 for k = 0, 1, . . . , hence

x ∈ (1/(n + 1))−1 ∗ `1, but

σn(x) =
1

n+ 1

n∑
k=0

1√
k + 1

≥ 1

n+ 1
· (n+ 1) · 1√

n+ 1
=

1√
n+ 1

for n = 1, 2, . . . ,

and so (σn(x))∞n=0 6∈ `1, that is, x 6∈ C1. Thus we have shown that the inclusion in (2.1)

is strict for 1 ≤ p <∞.

Now we show

Cp ⊂ arp for 1 < p <∞. (2.3)

Let x ∈ Cp. Then we have
∑∞

n=0 |σn(x)|p = Mp <∞ for some real number M , and so(
∞∑
n=0

|σn(x · r̃)|p
)1/p

=

(
∞∑
n=0

∣∣σn (((1 + rk)xk
)∞
k=0

)∣∣p)1/p

≤

(
∞∑
n=0

|σn(x)|p
)1/p

+

(
∞∑
n=0

∣∣σn ((rkxk)∞k=0

)∣∣p)1/p

≤M + S1, where S1 =

(
∞∑
n=0

∣∣σn ((rkxk)∞k=0

)∣∣p)1/p

.
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We also have K = (
∑∞

n=0(n + 1)−p)1/p < ∞ and x ∈ (1/(n + 1))−1 ∗ `p by (2.1) which

implies D = supk(|xk|/(k + 1)) <∞. So Minkowski’s inequality yields

S1 =

(
∞∑
n=0

∣∣∣∣∣ 1

n+ 1

n∑
k=0

rkxk

∣∣∣∣∣
p)1/p

≤
∞∑
k=0

|rkxk| ·

(
∞∑
n=k

(
1

n+ 1

)p)1/p

≤ K ·
∞∑
k=0

rk(k + 1)
|xk|
k + 1

≤ K ·D ·
∞∑
k=0

rk(k + 1) <∞.

Therefore we have
∑∞

k=0|σn(x· r̃)|p <∞, and so x ∈ arp. Thus we have shown the inclusion

in (2.3).

Finally we show

Cp ⊃ arp for 1 < p <∞. (2.4)

Let x ∈ arp. Then we have y = r̃−1 · x ∈ Cp and it follows similarly as above that

x = (1/r̃)−1 · y =

((
1− rk

1 + rk

)
yk

)∞
k=0

∈ arp.

Finally, the inclusions in (2.3) and (2.4) yield the identity in (2.2). �

We need the following result to show that the identity in (2.2) does not hold for p = 1.

Proposition 2.2 Let X and Y be arbitrary subsets of ω and A and B be triangles. Then

we have XA ⊂ YB if and only if BA−1 ∈ (X, Y ), where A−1 denotes the inverse of A.

Proof: We use several times in the proof that matrix multiplication of triangles is asso-

ciative ([14, Corollary 1.4.5]). We also note that every triangle T has a unique inverse S

which also is a triangle ([4, Remark 22 (a)] and [14, 1.4.8]).

First we show that XA ⊂ YB implies BA−1 ∈ (X, Y ). Let x ∈ X be given. Then

x = (AA−1)x = A(A−1x) ∈ X implies A−1x ∈ XA ⊂ YB, hence (BA−1)x = B(A−1x) ∈ Y ,

that is, BA−1 ∈ (X, Y ).

Now we show that BA−1 ∈ (X, Y ) implies XA ⊂ YB. We assume BA−1 ∈ (X, Y ). Let

x ∈ XA be given. Then we have Ax ∈ X, and so (BA−1)(Ax) = B(AA−1)x = Bx ∈ Y ,

that is, x ∈ YB. Thus we have shown XA ⊂ YB. �
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Theorem 2.3 We have ar1 6⊂ C1 and C1 6⊂ ar1.

Proof: Let y be a sequence and D(y) denote the diagonal matrix with y on the main

diagonal. We denote the inverse of the Cesàro matrix C(1) by B = (bnk)
∞
n,k=0, that is,

bnn = n + 1, bn−1,k = −n and bnk = 0 otherwise, and put M(y) = C(1)D(y)B. Then we

have

M(r̃) = C(1)D(r̃)B = A(r)(C(1))−1

and

M(1/r̃) = C(1)D(1/r̃)B = C(1)
(
C(1)D(r̃)

)−1
= C(1)

(
A(r)

)−1

and the statement of the theorem will follow from Proposition 2.2, once we have shown

M(r̃),M(1/r̃) 6∈ (`1, `1).

Since(
C(1)D(y)

)
nj

=
∞∑
l=0

c
(1)
nl dlj(y) =

n∑
l=0

dlj
n+ 1

=

{ yj
n+ 1

(0 ≤ j ≤ n)

0 (j > n)
(n = 0, 1, . . . ),

we obtain

(M(y))nk =
∞∑
j=0

(
C(1)D(y)

)
nj
bjk =

n∑
j=0

yjbjk
n+ 1

=


yn (k = n)
k + 1

n+ 1
· (yk − yk+1) (0 ≤ k ≤ n− 1)

0 (k > n)

(n = 0, 1, . . . ).

It follows from

sup
k

∞∑
n=0

|(M(y))nk| ≥
∞∑
n=0

|(M(y))n0| = |y1 − y0|
∞∑
n=1

1

n+ 1
=∞

and by [14, Example 8.4.1D] that M(y) /∈ (`1, `1) for y = r̃, 1/r̃. �

We write bvp = (`p)∆ = {x ∈ ω :
∑∞

k=0|xk − xk−1|p <∞} for 1 ≤ p <∞.

Part (b) of the next result is related to [5, Theorem 2.3].

Theorem 2.4 We have

(a) `p 6⊂ Cp and Cp 6⊂ `p for 1 ≤ p <∞;

(b) bvp 6⊂ (1/(n + 1))−1 ∗ `p and (1/(n + 1))−1 ∗ `p 6⊂ bvp for 1 ≤ p <∞.
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Proof: (a) If p = 1 then we obviously have e(0) ∈ `1 \ C1, that is, `1 6⊂ C1.

If 1 < p <∞, we define the sequence x by

xk =


1

ν + 1
(k = 2ν)

0 (k 6= 2ν)
(ν = 0, 1, . . . ).

Then it follows that

∞∑
k=0

|xk|p =
∞∑
ν=0

1

(ν + 1)p
<∞, that is, x ∈ `p,

but we have for n ∈ [2ν , 2ν+1 − 1]

σn(x) =
1

n+ 1

ν∑
µ=0

1

µ+ 1
≥ 1

2ν+1
· ν + 1

ν + 1
=

1

2ν+1
,

hence
2ν+1−1∑
n=2ν

σn(x) ≥ 1

2
for all ν = 0, 1, . . . ,

and so x 6∈ Cp. Thus we have shown x ∈ `p \ Cp, that is, `p 6⊂ Cp.

To show Cp 6⊂ `p, we define the sequence x by

xk =


1 (k = 2ν)

−1 (k = 2ν + 1)

0 (otherwise)

(ν = 1, 2, . . . ). (2.5)

Then it follows for n ∈ [2ν , 2ν+1 − 1] that

σn(x) =
1

n+ 1

ν−1∑
µ=0

2µ+1−1∑
k=2ν

xk +
1

n+ 1

n∑
k=2ν

xk =


1

n+ 1
(n = 2ν)

0 (n 6= 2ν)
(ν = 1, 2, . . . ),

so
∞∑
n=0

|σn(x)|p =
∞∑
ν=1

(
1

2ν

)p
<∞, that is, x ∈ Cp,

but x 6∈ `p, since x 6∈ c0. Thus we have x ∈ Cp \ `p, and so Cp 6⊂ `p.

(b) Part (b) is an immediate consequence of Part (a), since y ∈ `p if and only if

x = Σy ∈ bvp = (`p)∆, and y ∈ Cp if and only if x = Σy ∈ (Cp)∆ = (1/(n + 1))−1 ∗ `p. �

Now we determine Schauder bases for the spaces Cp and (1/(n + 1))−1 ∗ `p for 1 ≤

p <∞.
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Theorem 2.5 (a) Every sequence x = (xk)
∞
k=0 ∈ Cp has a unique representation

x =
∞∑
n=0

σn(x)(n+ 1)
(
e(n) − e(n+1)

)
.

(b) The spaces (1/(n + 1))−1 ∗ `p (1 ≤ p <∞) have AK.

Proof: (a) Since `p (1 ≤ p <∞) has AK, it follows from [11, Corollary 2.3 (a)] that every

sequence x ∈ Cp has a unique representation

x =
∑
n=0

σn(x)d(n), where d(n) =
(
C(1)

)−1
e(n) = (n+ 1)

(
e(n) − e(n+1)

)
for n = 0, 1, . . . .

(b) Since `p (1 ≤ p <∞) has AK, it follows by [14, Theorem 4.3.6] that (1/(n + 1))−1∗

`p has AK. �

We showed in [10, Theorem 2.1] that ar0 has AK. This result does not extend to the

spaces arp for 1 ≤ p <∞.

Remark 2.6 The spaces Cp (1 ≤ p <∞) do not have AK.

Proof: Since e(0) 6∈ C1, the space C1 does not have AK.

Let 1 < p < ∞ and x be the sequence defined in (2.5). We know from Part (b) of the

proof of Theorem 2.4 that x ∈ Cp. Let ν ∈ IN be given. Then we have

σn
(
x− x[2ν ]

)
=

1

n+ 1
for all n ∈ [2ν + 1, 2ν+1 − 1],

hence ∣∣∣∣∣
2ν+1∑

n=2ν+1

σn
(
x− x[2ν ]

)∣∣∣∣∣ ≥ 2ν − 1

2ν+1
,

and so Cp does not have AK. �

Now we determine the α–, β– and γ–duals of the spaces arp for 1 ≤ p < ∞. We need

the following known result which we state here for the reader’s convenience.

Proposition 2.7 ([9, Theorem 3.1]) Let u, v ∈ U . We write b = (1/u) · ∆+(a/v) for

a ∈ ω, q for the conjugate number of p, that is, q = ∞ for p = 1 and q = p/(p − 1) for

1 < p <∞, and Sq(u, v) = {a ∈ ω : b ∈ `q}. Then we have

(a) (W (u, v, `p))
α = Sq(u, v) ∩ ((1/(u · v))−1 ∗ `q);

(b) (W (u, v, `p))
β = W (u, v, `p))

γ = Sq(u, v) ∩ ((1/(u · v))−1 ∗ `∞).

-875-



Proposition 2.7 yields the following corollary.

Corollary 2.8 We use the notations of Proposition 2.7 and put

Sq = Sq(1/(n + 1), e) =
{
a ∈ ω : (n + 1) ·∆+a =

(
(n+ 1)∆+

n a
)∞
n=0
∈ `q

}
.

Then we have

Cα
p = (n + 1)−1 ∗ `q for 1 ≤ p <∞; (a)

Cβ
p = Cγ

p =

{
Cα

1 (p = 1)

Sq ∩ (n + 1)−1 ∗ `∞ (1 < p <∞).
(b)

Proof: (a) It follows from Proposition 2.7 (a) with u = 1/(n + 1) and v = e that

Cα
p = Sq ∩ (n + 1)−1 ∗ `q, and obviously Sq ⊃ (n + 1)−1 ∗ `q for 1 < q ≤ ∞, that is,

Cα
p = (n + 1)−1 ∗ `q for 1 ≤ p <∞.

(b) It follows from Proposition 2.7 (b) with u = 1/(n + 1) and v = e that Cβ
p = Cγ

p =

Sq ∩ (n + 1)−1 ∗ `∞.

If p = 1 then q =∞, and Cβ
1 = S∞ ∩ (n + 1)−1 ∗ `∞ = (n + 1)−1 ∗ `∞ = Cα

1 by Part (a).

If 1 < p <∞ then obviously e ∈ Sq \ ((n + 1)−1 ∗ `∞) and

a =

(
(−1)k

k + 1

)∞
k=0

∈ (n + 1)−1 ∗ `∞,

but ∣∣(k + 1)∆+
k ak
∣∣ = (k + 1)

(
1

k + 1
+

1

k + 2

)
≥ 2 · k + 1

k + 2
6→ 0 for k →∞,

hence a 6∈ Sq. So we have a ∈ ((n + 1)−1 ∗ `∞) \ Sq. �

We use our results to give the duals of the sets arp for 1 ≤ p < ∞ and arp(∆) for

1 < p <∞.

Remark 2.9 Let † denote any of the symbols α, β or γ.

(a) In view of (2.2), we have (arp)
† = C†p for 1 < p < ∞. Also since ar1 = r̃−1 ∗ C1, we

trivially have

(ar1)† =
(
r̃−1 ∗ C1

)†
= (1/r̃)−1 ∗ C†1,

and so by Corollary 2.8 (a) and (b)

(ar1)† = ((n + 1)/r̃)−1 ∗ `∞ = (n + 1)−1 ∗ `∞.
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These results retrieve [1, Theorems 2.11 and 2.12].

(b) We also have for 1 < p <∞

arp(∆) = (Cp)∆ = (1/(n + 1))−1 ∗ `p = `pα, where α = n + 1 ([8]), (2.6)

hence trivially (
arp(∆)

)†
= (n + 1)−1 ∗ `q for 1 < p <∞. (2.7)

In view of (2.6), it suffices to compare (2.7) with [5, Theorems 4.5, 4.6 and 4.7] for r̃

replace by e, that is, r = 0.

By [5, Theorems 4.5], we have a ∈ (a0
p(∆))α if and only if

sup
K ⊂ IN0
K finite

∞∑
k=0

∣∣∣∣∣∑
n∈K

c0
nk

∣∣∣∣∣
q

<∞ (2.8)

where (c0
nk)
∞
n,k=0 is the diagonal matrix with c0

nn = (1 + n)an (n = 0, 1, . . . ), and clearly

the condition in (2.8) is equivalent to a ∈ (n + 1)−1 ∗ `q.

By [5, Theorems 4.7], we have a ∈ (a0
p(∆))γ if and only if

sup
n

∞∑
k=0

|e0
nk|q <∞ (2.9)

where (e0
nk)
∞
n,k=0 is the triangle with e0

nk = (1 + k)ak for 0 ≤ k ≤ n and n = 0, 1, . . . , so

the condition in (2.9) is equivalent to a ∈ (n + 1)−1 ∗ `q.

Also the α–, β– and γ–duals coincide in each case.

It is worthwhile to take a closer look at [5, Theorem 4.6]. The following results are

useful in our analysis.

Lemma 2.10 Let a be a sequence and Er = (ernk)
∞
n,k=0 be the triangle with

ernk =


(k + 1)

(
ak

1 + rk
+

(
1

1 + rk
− 1

1 + rk+1

)
n∑

j=k+1

aj

)
(0 ≤ k ≤ n− 1)

1 + n

1 + rn
· an (k = n)

for n = 0, 1, . . . . We consider the conditions

M = sup
n
‖Er

n‖q = sup
n

(
n∑
k=0

|ernk|q
)1/q

<∞, (2.10)

αk = lim
n→∞

ernk exists for each k, (2.11)
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a ∈ cs (2.12)

and

a ∈ ((n + 1)/r̃)−1 ∗ cs.. (2.13)

Then we have

(a) (2.11) is equivalent to (2.12);

(b) (2.10) implies (2.12);

(c) (2.10) does not imply (2.13), in general.

Proof: (a) It is clear from the definition of the matrix Er that (2.12) implies (2.11).

Conversely, we assume that (2.11) is satisfied. We fix k ∈ IN0, write

sk =
(1 + rk)(1 + rk+1)

(k + 1)(rk+1 − rk)
and tk = − 1 + rk+1

rk+1 − rk
,

and obtain by (2.11)

n∑
j=k+1

aj = sk · ernk + tk · ak → sk · αk + tk · ak (n→∞),

that is, (2.12) holds.

(b) First it follows from (2.10) that

|ern0|q =

∣∣∣∣∣a0

2
+

(
1

2
− 1

1 + r

) n∑
j=1

aj

∣∣∣∣∣
q

≤M q for all n,

that is, a ∈ bs. Furthermore, we obtain by Minkowski’s inequality and from (2.10) with

M̃ = supk,n |
∑n

j=k+1 aj| and L = (1− r)
∑∞

k=0(k+ 1)rk <∞, since (1 + rk)(1 + rk+1) > 1

for all k and 1/q < 1,(
n−1∑
k=0

(
(k + 1)

|ak|
1 + rk

)q)1/q

≤

(
n−1∑
k=0

|ernk|q
)1/q

+

(
n−1∑
k=0

(
(k + 1)

∣∣∣∣ 1

1 + rk
− 1

1 + rk+1

∣∣∣∣
∣∣∣∣∣

n∑
j=k+1

aj

∣∣∣∣∣
)q)1/q

≤

M + M̃

(
n−1∑
k=0

(
(k + 1)

rk(1− r)
(1 + rk)(1 + rk+1)

)q)1/q

≤

M + (1− r)M̃
∞∑
k=0

(k + 1)rk = M + L (2.14)
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for all n (the last inequality is a consequence of the Jensen’s inequality since q > 1), hence

a ∈ ((n + 1)/r̃)−1 ∗ `q, and so a ∈ (n + 1)−1 ∗ `q. Finally, we have by Hölder’s inequality

∞∑
k=0

|ak| ≤

(
∞∑
k=0

((k + 1)|ak|)q
)1/q

·

(
∞∑
k=0

1

(k + 1)p

)1/p

<∞,

that is a ∈ `1, and so a ∈ cs.

(c) Let a = (ak)
∞
k=0 be the sequence with ak = (1 + rk)/(k + 1)2 for k = 0, 1, . . . . Then

we have for all n

S(1)
n =

(
n∑
k=0

∣∣∣∣(k + 1) · ak
1 + rk

∣∣∣∣q
)1/q

=

(
n∑
k=0

1

(k + 1)q

)1/q

≤ ‖1/(n + 1)‖q <∞ (2.15)

and with Ñ =
∑∞

k=0ak <∞ and L̃ = (1− r)Ñ
∑∞

k=0(k + 1)rk <∞ as in (2.14)

S(2)
n =

(
n−1∑
k=0

∣∣∣∣∣(k + 1)

(
1

1 + rk
− 1

1 + rk+1

) n∑
j=k+1

aj

∣∣∣∣∣
q)1/q

≤ L̃, (2.16)

hence by Minkowski’s inequality and (2.15) and (2.16)

sup
n
‖Er

n‖q ≤ sup
n

(
S(1)
n + S(2)

n

)
≤ ‖1/(n + 1)‖q + L̃ <∞,

that is, the sequence a satisfies (2.10). But, since
∑∞

k=0(k+1)/(1+ rk) ·ak =
∑∞

k=01/(k+

1) =∞, the sequence a does not satisfy (2.13). �

Remark 2.11 (a) It would follow by the argument in the proof of [5, Theorem 4.6] that

a ∈ (arp(∆))β if and only if the conditions in (2.10) and (2.11) hold. By Lemma 2.10 (a)

and (b), this is the case if and only if the condition in (2.10) holds; this is consistent with

Remark 2.6.

However, [5, Theorem 4.6] states that a ∈ (arp(∆))β if and only if the conditions in (2.10),

(2.12) and (2.13) are satisfied, but it is not clear where (2.13) comes from, and it seems

that this condition should be dropped by Lemma 2.10. We already mentioned that the

condition in (2.12) is redundant.

(b) The β–dual of ar1(∆) could be obtained from [11, theorem 3.2 or Lemma 3.8].

We close with a few remarks on some characterizations of matrix transformations.
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Remark 2.12 (a) The necessary and sufficient conditions for A ∈ (W (u, v,X), Y ) for

arbitrary sequences u, v ∈ U were given in [9, Theorem 3.3] when X = `p (1 ≤ p ≤

∞), X = c0 or X = c and Y = `∞, c, c0 or Y = `1 ((`p, `1) with 1 < p < ∞). In

particular, putting u = 1/(n + 1) and v = e and applying Theorem 2.1, we observe that

the characterizations of the classes (arp, `∞), (arp, c) and (arp, c0) in [1, Theorems 3.1, 3.2

and 3.4] would be special cases of [9, Theorem 3.3 (1.), (3.) and (2.)]. In the same way, we

would obtain the characterizations of (arp, `1) for 1 < p <∞ from [9, Theorem 3.3 (17.)].

Furthermore, by [9, Remark 3.1], the necessary and sufficient conditions for A to map arp

into the matrix domains of a triangle T in `∞ or c can be obtained from [9, Theorem 3.3

(1.) and (3.)] by replacing the entries of A by cnk =
∑n

j=k tnjajk (n, k = 0, 1, . . . ) in the

relevant conditions. This would yield [1, Theorem 3.3 and Theorems 3.5–3.10].

(b) Let u, v ∈ U . Then it is clear that, for arbitrary subsets X and Y of ω,

A ∈ (u−1 ∗X, v−1 ∗ Y ) if and only if B ∈ (X, Y ) where bnk =
vnank
uk

for all n, k.

Applying this result with u = 1/(n + 1) and v = e, and (2.6), we immediately obtain

the characterizations of the classes (arp(∆), `∞), (arp(∆), c), (arp(∆), c0) and (arp(∆), `1) for

1 < p <∞ from the well-known classical results, for instance in [14, Example 8.4.5D] for

the first three classes and [14, Example 8.4.8B] for (`p, `1).

3 Graphical Representations of Neighbourhoods and

Wulff’s Crystals

Here we use our own software to illustrate some of our results by representing neighbor-

hoods in the norms of our spaces and their duals. This also has an important application

in crystallography related to the shape of Wulff’s crystals.

We represent those neighborhoods of points in a metric space (X, d) which are open

balls B(x0, r) = {x ∈ X : d(x, x0)} of radius r > 0 and centre x0 by their boundaries

∂B(x0, r). For instance, in three–dimensional space dimensional space they would be

surfaces given by the equation d(x, x0) = r.

According to Wulff’s principle [15], the shape of a crystal is uniquely determined by

its surface energy function, which is a real–valued function depending on a direction in

space.

Let Sn denote the unit sphere in euclidean R, and let F : Sn → R be a surface energy
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function. Then we may consider the set PS = {~x = F (~e) ∈ Rn+1 : ~e ∈ Sn} as a natural

representation of the function F .

If n = 2, then ~e = ~e(u1, u2) = (cosu1 cosu2, cosu1 sinu2, sinu1) for (u1, u2) ∈ R =

(−π/2, π/2)× (0, 2π), and obtain a potential surface with a parametric representation

PS = {~x = f(u1, u2)(cosu1 cosu2, cosu1 sinu2, sinu1) : (u1, u2) ∈ R}

where f(u1, u2) = F (~e(u1, u2)). (3.1)

The principles of Wulff’s construction of crystals were discussed in detail in [13], in par-

ticular, it was shown that if F is equal to a norm then the boundary of the corresponding

Wulff’s crystal is given by the dual norm. More precisely, we have

Corollary 3.1 ([13, Corollary 5.5]) Let ‖ · ‖ be a norm on Rn+1 and, for each ~w =

(w1, . . . , wn+1) ∈ Sn, let φ~w : Rn+1 → R be defined by

φ~w(~x) = ~w • ~x =
n+1∑
k=1

wkxk for all ~x = (x1, . . . , xn+1) ∈ Rn+1.

Then the boundary ∂C‖·‖ of Wulff’s crystal corresponding to F = ‖ · ‖ is given by

∂C‖·‖ =
{
~x = (‖φ~e‖∗)−1 · ~e ∈ Rn+1 : ~e ∈ Sn

}
, (3.2)

where ‖φ~e‖∗ is the norm of the functional φ~e, that is, the dual norm of ‖ · ‖.

Remark 3.2 ([13, Remark 5.6]) In the special case of n = 2, we obtain from (3.2) and (3.1)

the following parametric representation for the boundary of Wulff’s crystal corresponding

to a norm ‖ · ‖ in Rn+1

~x(u1, u2) = (‖φ~e‖∗)−1 · ~e(u1, u2) for (u1, u2) ∈ R;

the potential surface of has a parametric representation

~y(u1, u2) = ‖~e(u1, u2)‖ · ~e(u1, u2) for (u1, u2) ∈ R.

Example 3.3 Finally we represent some potential surfaces and the corresponding Wulff’s

crystals for some of our spaces.

We identify the sequences x = (xk)
∞
k=0 with the three–dimensional vectors ~x = (x1, x2,

x3), and use Remark 3.2.
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Figure 1: Potential surface given by the norm of C1 and corresponding Wulff’s crystal

Figure 2: Potential surface given by the norm of Cp for p = 1.8 and corresponding Wulff’s
crystal

Figure 3: Potential surface given by the norm of W (u, v, `1) for u = (6, 5, 3) and v =
(6, 2, 4) and corresponding Wulff’s crystal

Figure 4: Potential surface given by the norm of W (u, v, `p) for p = 1.8, u = (3, 5, 3) and
v = (6, 2, 4) and corresponding Wulff’s crystal
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Figure 5: Potential surface given by the norm of ar1 for r = 0.5 and corresponding Wulff’s
crystal

Figure 6: Potential surface given by the norm of arp for p = 1.8 and r = 0.5, and corre-
sponding Wulff’s crystal
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[12] E. Malkowsky, E. Savaş, Matrix transformations between spaces of generalised

weighted means, Appl. Math. Comput. 147 (2004) 333–345.
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