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\textbf{Abstract}

We developed a simulation tool, ASILA, for generating all the different matrices containing $k$ different haplotypes on $n$ SNPs, $k, n \in \mathbb{N}$ such that these matrices satisfy the perfect phylogeny property or (coalescent property) $k \leq n + 1$. We show that the number of these matrices is an exponential function of $k$ or $n$. The program is available at \{http://bioinf.cs.ipm.ac.ir/softwares/ASILA\}.

\section{Introduction}

With the widespread availability of molecular data, computational methods for gene mapping are being developed. It is often the case that the statistical properties and behavior of these methods need to be assessed and tested by simulation. By increasing the rate of the number of computational methods for gene mapping, there is an increasing need for tools that can simulate data appropriate for long genomic regions. A number of simulation programs have
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been developed and currently been used [1-4]. One of the most popular model is based on the perfect phylogeny property or coalescent. By using a set of haplotypes which satisfy coalescent property we can simulate a long genomic regions which the simulated data does not depend on an existing data set and also is an approximation to the evolutionary processes that produced the real data. The coalescent have been proved to be a powerful simulation tool in this context [5]. Also in a case in which several widely separated regions were being considered, one might simulate these regions independently and unlinked. On the other hand in a situation in which recombination hot spots were present, one might try to independently simulate regions between hot spots. Hudson and Griffiths et al [6,7] introduce some methods for recombination into coalescent model. Therefore a method to construct the set of k different haplotypes on n SNP which satisfies the coalescent property will be very useful for simulating data. When studying evolution, the divergence patterns leading form a single ancestor spices to its contemporary descendants are usually modeled by a tree structure, called phylogenetic tree or phylogeny. Extant spices correspond to the tree leaves while their common progenitor corresponds to the root. Internal nodes correspond to haplotype ancestral spices, which putatively split up and evolved into distinct spices. The character based approach of tree describes contemporary spices by characters. Each character takes on one of the several possible states. The tree is represented by a matrix $A = [A(i, j)]$ where $A(i, j)$ is the state of character $j$ in species $i$ and the $i$-th row is the character vector of species $i$. In this paper we concentrate just on binary matrices and assume that the major and minor alleles are represented by 0 and 1, respectively, and the minor allele frequency (MAF) is at most 49%. Therefore in every two columns of $A$ the gamete (0, 0) is seen.

We state that a matrix $A$ satisfies perfect phylogeny property if and only if there are not three different rows $r_1, r_2, r_3$ and two different columns $c_1, c_2$ of $A$ such that:
\[
\{(A(r_1, c_1), A(r_1, c_2)), (A(r_2, c_1), A(r_2, c_2)), (A(r_3, c_1), A(r_3, c_2))\} = \{(0,1), (1,0), (1,1)\}
\]

Pe’er et al [8] gave a graph formulation for perfect phylogeny matrices. Extending this formulation, in section 2 we show that the number of perfect phylogeny matrices (PPM) with $k$ different rows and $n$ columns is greater than the number of different partitions of $k$ into positive integers. In Section 3, we introduce an algorithm for generating all these matrices.
2 A Lower Bound for the Number of PPM's

In this section we show that the number of different PPM with \( k \) different rows and \( n \) columns is exponentially increased when \( k \) or \( n \) increase. According to the tree structure of perfect phylogeny trees, every PPM with \( n \) columns has at most \( n+1 \) different rows. Therefore the condition \( k \leq n+1 \) always holds. First we will give some definitions. For notation and concepts of graph theory [9].

**Definition 1:** Let \( G = (S,T) \) be a bipartite graph with \( |S| \leq |T| + 1 \). \( G \) is Good if and only if for every two vertices \( u \) and \( v \) in \( S \), \( N(u) \neq N(v) \).

**Definition 2:** The bipartite graph \( G = (S,T) \) is called \( \sum - \) free if there is not any induced \( P_3 \) subgraph starting from \( S \) in \( G \).

Pe'er et al [8] assigned a bipartite graph to every PPM as follows. Let \( A_{k \times n} \) be a matrix with \( k \) different rows and \( n \) columns. They associated a bipartite graph \( G_A = (S,T) \) with \( S = \{u_1, u_2, ..., u_k\} \) and \( T = \{v_1, v_2, ..., v_n\} \). The edge \( e = u_i v_j \) is an edge of \( G_A \) if and only if \( A(i,j) = 1 \) in Theorem 3 of their paper they showed that \( G \) is \( \sum - \) free if and only if \( A \) is PPM. Let \( A \) be a PPM with \( k \) different rows (so \( k \leq n+1 \) ). Therefore for every two vertices \( v_i \) and \( v_j \) we have \( N(v_i) \neq N(v_j) \) and so \( G_A \) is a Good graph. To show that the number of PPM matrices with \( k \) different rows and \( n \) SNPs exponentially increases with respect to \( k \) or \( n \), it is enough to show that the number of non-isomorphic graph \( G_A = (S,T) \) with \( |S| \leq |T| + 1 \) increases with respect to \( k \) or \( n \). From now a \( \sum - \) free and Good graph \( G_A = (S,T) \) with \( |S| \leq |T| + 1 \) is called a PPG. First we need a definition.

**Definition 3:** The set \( \{(x_1, y_1), (x_2, y_2), ..., (x_p, y_p)\} \) is called a \( \{\text{positive-pair-partition}\} \) of \( (k,n) \) if

1- \( x_i, y_i \in N \), \( \sum_{i \leq i \leq p} x_i = k \), and \( \sum_{i \leq i \leq p} y_i = n \).
2- \( x_i \leq y_i \) for all \( i \).
Definition 4: The set \( \{(x_1, y_1), (x_2, y_2), \ldots, (x_p, y_p)\} \) is called a \{pair-partition\} of \((k, n)\)

1- This set is positive-pair-partition for \((k, n)\).

or

2- If there exists \( 1 \leq i \leq p \) such that \((x_i, y_i) = (1, 0)\) and

\( \{(x_1, y_1), (x_2, y_2), \ldots, (x_p, y_p)\} - \{(x_i, y_i)\} \) is a positive-pair-partition for \((k - 1, n)\).

Theorem 1: Let \( B = \{(x_1, y_1), (x_2, y_2), \ldots, (x_p, y_p)\} \) be a pair-partition of \((k, n)\). Then there exists a bipartite graph \( G_B = (S, T) \) with the following conditions:

1- \(|S| = k\) and \(|T| = n\).

2- \( G_B \) is \( -\sum - \) free and Good.

3- The connected components of \( G_B = (S, T) \) are

\( G_1 = (S_1, T_1), G_2 = (S_2, T_2), \ldots, G_p = (S_p, T_p) \) such that \(|S_i| = x_i\) and \(|T_i| = y_i\), \( 1 \leq i \leq p \)

Proof: We construct \( G_i = (S_i, T_i) \) by taking the following steps:

- If \((x_i, y_i) \neq (1, 0)\) let

\[ S_i = \{u_{i1}, u_{i2}, \ldots, u_{ix_i}\} \]

\[ T_i = \{v_{i1}, v_{i2}, \ldots, v_{iy_i}\} \]

\[ E(G_i) = \{u_{ij}v_{ij} | 1 \leq k \leq x_i, x_{i+j} \leq j \leq y_i\} \cup \{u_{ix_i}v_{iy_i} \cup u_{ix_i}v_{ix_i+1} \} \]

- If \((x_i, y_i) = (1, 0)\) let

\[ S_i = \{u_{i1}, u_{i2}, \ldots, u_{ix_i}\} \]

\[ T_i = \{v_{i1}, v_{i2}, \ldots, v_{iy_i}\} \]

\[ E(G_i) = \{u_{ix_i}v_{ix_i+1} \} \]

- If \((x_i, y_i) = (1, 0)\) let

\[ S_i = \{u_{i1}, u_{i2}, \ldots, u_{ix_i}\} \]

\[ T_i = \{v_{i1}, v_{i2}, \ldots, v_{iy_i}\} \]

\[ E(G_i) = \{u_{ix_i}v_{ix_i+1} \} \]
If there exists \( 1 \leq i \leq p \) such that \((x_i, y_i) = (1,0)\) let

\[
S_i = \{u_{i,j}\}, \quad T_i = \{\}, \quad E(G_i) = \{\}.
\]

It is easy to see that for each \( i \), \( G_i \) is a PPG. Hence \( G_B = \bigcup_{i=1}^{p} G_i \) satisfies the conditions of the theorem. □

**Theorem 2:** The number of non isomorphic PPG \( G = (S,T) \), \( |S| = k \), \( |T| = n \) is at least the number of partitions of \( k \).

**Proof:** Let \( B = \{t_i \mid 1 \leq i \leq m - 1, t_i \leq t_{i+1}\} \) be a partition for \( k \) \((\sum_{i=1}^{n} t_i = k)\). Now we consider the following pair-partition of \((k, n)\) in the following two cases:

- If \( k \leq n \) let:

\[
\{(t_1, t_1), (t_2, t_2), \ldots, (t_{m-1}, t_{m-1}), (t_m, t_m, \ldots, n, k)\}.
\]

- If \( k = n + 1 \):

\[
\{(1,0), (t_1, t_1), \ldots, (t_m, t_m)\}.
\]

By Theorem 1 there exists a bipartite graph \( G_B \) corresponding to the above partition of \((k, n)\), which satisfies the conditions of theorem. Let \( B' = \{t'_1, \ldots, t'_l\} \) be a different partition of \( k \). If \( l \neq m \) then it is obvious that \( G_B \) and \( G_{B'} \) are non-isomorphic graphs. Now let \( l = m \). In this case it is easy to see that there exists \( 1 \leq i \leq m - 1 \) such that \((t_i, t_j)\) does not appear in pair-partition of \( B' \). So the graph \( G_B \) and \( G_{B'} \) are not isomorphic. Therefore the number of non isomorphic bipartite perfect phylogeny graph is greater than or equal to the number of different partitions of \( k \). □
According to the above theorem the number of PPM with \( k \) different rows is greater than or equal to the number of partitions of \( k \), \( p(k) \). Since \( p(k) \approx \frac{\exp(p \sqrt{\frac{2k}{3}})}{4k^{\sqrt{3}}} \) as \( k \to \infty \), hence the number of PPM with \( k \) different rows and \( n \) columns is exponentially increased when \( k \) increases. Similarly one can show the same result for \( n \). Therefore there is not any polynomial time algorithm to generate all different PPM with \( k \) different rows and \( n \) columns.

3 An Algorithm for Construction of PPM's

Since the number of different PPM's is exponentially increased when \( k \) or \( n \) increase, so there is not any polynomial time approach to generate all different PPM's with \( k \) different rows and \( n \) columns. In order to construct all PPM matrices with \( k \) different rows and \( n \) columns using Theorem 1, it is enough to construct all non-isomorphic PPG. In this section we introduce a dynamic-backtrack algorithm, \{ASILA\}, for construction of all non-isomorphic PPGs such as \( G = (S,T) \) with \( |S| = k \) and \( |T| = n \). The algorithm goes through the following steps:

1- a backtrack algorithm we construct all pair-partitions of \((k,n)\) such as: 
\[ \{(x_1,y_1),(x_2,y_2),\ldots,(x_p,y_p)\} \] where the pair \((x_i,y_i)\) determines the size of the \(i\)th connected component of \( G_i \).

2- By a dynamic approach we construct all non-isomorphic graphs \( G_i \) for each \((x_i,y_i)\). Since \( G_i \) is PPG, by Proposition 6 of Pe'er et al [8] there exists a vertex \( v \) in \( T_i \) such that \( N(v) = S_i \). All possible solutions for \( G_i - \{v\} = (S_i,T_i - \{v\}) \) are found in previous steps of dynamic algorithm. So it's enough to add \( v \) to these solutions and connect it to all the vertices in \( S_i \) for constructing \( G_i \).
3- By selecting one of the non-isomorphic connected graphs with respect to \((x, y)\)
constructed in step 2, and combining these connected graphs, all non-isomorphic
graphs \(G\) could be constructed.

Algorithm 3.1 and Algorithm 3.2 are the codes of step 1 of the algorithm. Algorithm 3.3 and
3.4 are the codes of the steps 2 and 3 of the algorithm.
The way that this algorithm is implemented above show that the order of the algorithm is of
the number of possible outputs for non-isomorphic PPGs. This program is available at
http://bioinf.cs.ipm.ac.ir/softwares/ASILA.

**Algorithm 3.1: PARTITION\((x, y, maxX, maxY)\)**

if \(x=0\) and \(y=0\)
    then print the PartitionSet
endif

if \(x=0\) or \(y=0\) or \(maxY=0\) or \(x>y\)
    then comment: No solution could be found
    return
endif

if \(maxY \leq y\)
    then for \(i\) from \(MIN(x, maxX, maxY)\)
        do add pair \((i, maxY)\) to the PartitionSet
Partition( \(x-i\), \(y-maxY\), \(i\), \(maxY\))
        remove Pair \((i, maxY)\) from the PartitionSet
    Partition( \(x\), \(y\), \(x\), \(maxY-1\) )
endif

**Algorithm 3.2: TOTALPARTITION\((k, n)\)**

comment: generate partitions without pair\((1,0)\)

Partition\((k,n,k,n)\)

comment: generate partitions with pair\((1,0)\)

add pair\((1,0)\) to Partition\((k-1,n,k-1,n)\).
Algorithm 3.3: \textsc{makeGraph}(PartitionSet, pNum, index)

\begin{algorithmic}
  \Comment{PartitionSet = \{(x_1, y_1), \ldots, (x_k, y_k)\}}
  \If{pNum > |PartitionSet|}
    \State print the graph and return
  \EndIf
  \State num— | possible graphs with size\( (x_{pNum}, y_{pNum} - 1) \)|
  \If{\( x_{pNum} = x_{pNum-1} \) and \( y_{pNum} = y_{pNum-1} \)}
    \State \textit{start} = index
  \Else
    \State \textit{start} = 1
  \EndIf
  \For{\textit{i} \gets \textit{start} \text{ to } \textit{num}}
    \State \( G = (S, T) \) \gets the \textit{i}th generated graph with size \((x_{pNum}, y_{pNum} - 1)\)
    \State add \textit{v} to \textit{T} and connect it to all vertices in \textit{S}
    \State \text{makeGraph} (PartitionSet, pNum+1, i)
  \EndFor
\end{algorithmic}

Algorithm 3.4: \textsc{totalPartition}(k, n)

\begin{algorithmic}
  \For{\textit{col} \gets 1 \text{ to } \textit{n}}
    \DoFor{\textit{row} \gets 1 \text{ to } \textit{col} + 1}
      \Do\TotalPartition(row, col)\End
    \DoFor{\text{each PartitionSet}}
      \Do\makeGraph(partitionSet, 1, 1)\End
    \End
  \EndFor
\EndFor
\end{algorithmic}
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