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Abstract,

The paper presents directions for use and results of
infre-red analyses, in determining the structure of chemical
compounds by means of a pattern recognition system. The SARF
System (Systdme Automatique pour Reconnaissance des Formes,
Sistem Automat pentru Recunoagterea Formelor) implemented on
a C lo24 FELIX computer was used for date processing.

l. Introduction

Infra-red (IR) anelysis, one of the methods in the study
of physlco-chemical properties of orgenic substances, is
efficient both in monitoring chemical reactions as well as in
finding out the structure of chemical compounds (obtained
through synthesis or isolated from natural produots).

The blunivocal relationship between the absorption
frequency of IR radiation and the structure of a given
molecular system helps to determine the structure, by taking
into account the whole range of infra-red absorption
frequencies. However the complexity of molecular compounds
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hinders the recognition process.

The following methods cen be pointed out for computer
analysis of chemical data:

- question-discovery methods, which helped to set up
programs with elgorithms similar to those used by a chemist
in deta enalysis;

- revising methods, where the unknown IR specirum 1is
compared to spectra of known substances in the library;

- pattern recognition methods, used to classify objects
in disjoint classes, according to some of their meesured
features.

2. Pattern Recognition Techniques

Pattern recognition usuelly means discriminetion or
clasgificetion of a set of objects, processes or events,
irrespective of their nature. The set of object features is
considered to supply information on one property of the
object, indirectly measurable and, therefore, considered
nObscure", Pattern recognition techniques try to establish
relationships between patterns end the ,obscure" property,
resorting to no theory or ypreconceived ideas".

The methematicel methods used to solve the problems of
pettern recognition can be grouped in the following
categories /[1/:

- decision theoreticel methods (statistibal)

- gyntactic methods (linguistics)

In the first case the classification process tekes into
consideration & set of measurements, selected from the input
pattern (Fig.l) described by N features. Pattern methematical
representation cen be an X vector, with memsured values of
features, or & point in an N-dimensional space of the.fl.x
features. These features are presumed inverients to the usual
poesible distortions. The following espects can be pointed out
in the recognition process:

a) extraction of esséntiaml features for the process
under consideration. For practicel reesons (measurement
accessibility, necessary technicel means, cost), the usual
decision is feirly subjective at this stege. Unfeortunately
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there has not yet been formuleted a general theory of selecting
the most illustrative features;

b) classifiocetion, i.e. adopting the decision of pattern
oiroumseription to olasses. The concept of pattern
classification oan be understood as a partition of space
features, Pattern recognition is {0 determine the class e
certain pattern is circumscribed to.

Disoriminatory functions play a particular part in the
proocess. Let WyrWgrerep be m classes of possible patterns,
with the following properties:

wl UCA)EU eeold Q)m“.ﬂx (l)
wlnwan ---ﬂwm=F
where F is the set of points bordering the classes and

%

X3

the form vector, where xy represents features.

The disoriminatory function Dj(x), assoclated to w4
pattern class, 1f the pattern represented by the x vector
ciroumsoribed to class (symbol x~cw,), has its greatest
value Di(x). The following condition will be therefore
gatisfactory for all x~ mj:

Di{x) =Dj(x) 1, J =1, eeea,my, 1A (3)

Thus the limits of partition of the X space features
algo known as deciplon limits, are:

F =Di(x) =Dj(x) =0 i,j =1,...,m 1 £} (4)
2.l. The Linear Disoriminatory Function

Di(x) function represents a linear combination of featu-
res Xy, Xpy seey Xy i.204
N

Di(x) = E Wi X + wl,N+1 / L. & Ly ey T (5)
k=1
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end the decision limit between the areas in.flx,corresponding

to classes wy and uaj, assumes the following pettern:

i)
Di(x) - Dj(x) = ; Wy X+ WN+1 2 (6)

where wk=wik'wjk andwN+1=wi,N+l—wj,N+l H
equation (6) repregents a hyperplane or decision plane.
2424 Minimum Distance Clagsifier

This classifier evaluates distances between input pattern
end a set of reference vectors (prototype points in the features
space). Assuming that Rys RoreeoBy (Rj i8 circumscribed to
class @) are m reference vectors, the minimum distance
classgifier will distridute x input pattern to class Wiy if
the distance befween the pattern end the reference vectors of
the class is minimun, 1. e.

xvey, Af d= [x-Ri] minimum . (7N

Minkovsckl distance evoluation methods got pre-eminence:

]k
dyinkoveckl = g} Cxg = 34) . (8

For k = 2, the well - known Euclidian distance is obtained:

o] 1/2
35uc14d = i; (x; - 3y) (9)

and for k = 1 Manhattan distence is obtained:

Aanhattan ™ i; (xg -5y) (1o)

Ir Xy and ¥y features are binary encoded, Manhattan
distance becomes Hamming distance equivalent to the number
of different features in X and Y. Tanimato distance, a
normalized Hamming distance, actually eliminates the
disadvantages encountered in the case of a series of vectors
with very few components having value "1"

AND(x;, ¥yy) .
oR ( x4, y4)
These aspects and others are obvious in /1/, /2/ and /3/.

Yraninato = (11)
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2.3+ Classifier of the nearest vector

Assume that Rl, Rz,...., Rm are m sets of prototype
veotors oircumscribed to classes Was W ooy wre W
regpeotively and let mark R;; vectora Rj(k). il.e.

(k)
nj c RJ I E=ml; sai, iy (12)

uj repregenting the number of referenoe vectors of the R;I get,
ciroumscridbed to w, class.

The distance between the input pattern represented by X
vector and the R‘1 referenoe vectors set is

a(x, Ry) = nin X - ng)] (13)
J=1ly seey, m and Xk =1, saa, uy
The clasalfier will distribute pattern X to the clags
represented by the set of referenoce vectors in proximity to X.
2440 The Polynominal Discriminatory Function
Such a0 function of r order is given by the relation:

Dx(x) - 'n+fl(z)wmfz(x)+...ﬂﬂfz(x)-llm-l-l (14)
where
iy B o,
fd(x) = xkl xkz xkn for ky =1, (15)

and ng = 0 or 1. The decision limit between two classes
agsumes the pattern of a r order polynom.

2.5. Bayes Classifier

The aim of Bayes method 1s to find ocut an optimum
declsion of classification. The Xy Xpseee, Xy features are
considered aleatory variables, and for each w , class is kwown
the distribution of multidimensional probability density of
the X - P(w,) pattern vector, also known as claas Wy e priori
probability.

The above information is used to define the particular
oonditions when the olasifier olessifies with a minimum proba-
bility of erroneocus recognition.Thus the problem of classifi -
sation is formulated as a problem of statistic decision, where
m statistio hypotheses are being tested by defining a decision
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function d(x), where d(x) = d; means that Hy 1 xevw,
hypothesis is accepted.

It L(Coi, dj) is the loss in cese of an X input pattern
for which 4. decision has been erroneous. adopted which
circumscribes 1t to class Wy the conditioned loss or risk is
defined:

r(wy, a) =Jflx L(coi.dj).p(x/aoi)dx. (16)
For a given set of a priori probabilities

P =i» P(usl), P(qu),...,P(an)} the average loss is:

R(P,d) = gf; Pl )e r (wy,d) a7

or
R(P,d) =J.Jlx P(x) o r (P,d). dx (18)

where rx(P,d) represents the average loss a posteriori condi-
tioned, when adopting decision d for a given X.

The problem is to take an optimum d. decision, so as to
have a minimum R(P,d) average risk, or. in other words, to
minimize the maximum of the conditioned average risk r(cdi.d)
- the minimax criterion.

If 4 is optimum decision, i.e. the average loss is
minimum, then

r. (B, @%) < r (P, @) (19)

i.e0

OISR CRBNCERE

S Hewpd) 2wy p (wy) (20)

In case of a function of symmetrical loss (0,1) assuming

the patternt
o for 1i=]

L(adi,dj) =1=8y= [ (21)
1 for if)
the average loss represents the probahility of erroneous
clagsificaetion, and the rule of deciszion ia:
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a¥ = dl X~y
if

If the numeriocal ratios between classes wy and ooj are
defined

(x/c0y)
R ccihes S0 (23)
p(x/w'_j)
then equation (22) becomes
P{cw
a®-a, 1 g (24)
P(ooi)

The disoriminatory implemented function by Bayes
clagsifier ias

Dy(x) = Pwy); plx/awy) 1= 1y weey M (25)

and the declsion limits between areas in the sgpacge of le
features circumscribed to Wy classes are

Blwyde p(/cy) = Plwy). /i) =0 1A (26)

The main difficulties encountered in actual appliocations
are ln close connection to the a priority estimation of
probabilitieas P( wi) and p(x/cdi) where p(x/cui) distribution
function of multidimensional probability assumes the pattern
of Gauss normal function. Therefore, if the average vector is

ki' theni

T -1

p(x/e0,) = 2 exp [-» L (xup
(27 )N/2|k1|1/2 2

- (x-up)] (27)

The a priori class probabllities are frequently often
considered equal, P{cui) = 1/m.

3. Clasgifier Formation and Evaluation

The term , formation" designates the serieg of methods
and procedures that develop a classifier able to successfuliy
circumacribe patterns to proper classes. With that end in
view the patterns already circumscribed to classes are
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aleatory divided into:

- formation set, used to develop a classifier able to
better recognize the circumscription of the pattern set to
proper classes;

- predicted set, to test the developed clasgsifier.

The percentage of correctly classified patterns in the
formation set is known as recognition ratio while the
percentage of correctly classified patterns in the prediction
set (patterns that were not used in the classifier formation)
defines the predictive ability, both representing preliminary
ariteria of evaluation of & classifier performances.

A very good recognition of pattern circumscription to
classes 1s possible when the correct velues of weights

WirwWos ooy Wyqy decision vector W are given. As these
values are not actuaelly known, the problem is to evaluate the
best values of weights, using the formation set by meens of a
feedback adjusting process.

Assuming that y is a transformed pattern vector

l

Y= . = (28)

Xy
o L d
where ¥ is the ordinary pattern vector of the formation set.
For simplification, let us assume that the X patterns in the
formation set are classified in two classes (GJl.aaz).

The method of classifier formation shown sbove (except
Bayes) is based on error correction, modifying W decision

vector from step i -~ 1 as follows:

V, =W, T (=T) (29)

where o represents the correction coefficient possible to
select through methods /1/:

- constant correction method, where & is any positive
number, conveniently selected, constant throughout the
formation process;
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- absolute correction method, where & asswies the value
of the smallest integer number for which the ¥ . W dot
product 1is higher than the threshold value, i.e.

¥ . ®@

ol = the sgmallest integer number :-—§—~—§ (30)
-~ fraction correction method, where is selected so as:
T .W-T.,W|=A]T.7|; osis2 (31)

It is shown /1/, that these methods are converging
towards an optimum decision vector, in a finite number of
steps.

4. SARF SYSTEHM

This system in FORTRAN aend LISP (on FELIX Clo24, Iloo
and CORAL computers) uses techniques of pattern recognition.
The gystem is made up of basis modules (Fig.2): Data
Acceptance lModule, Classification Module, Average Declsion
Process and Learning llachine, each with a variable number of
programs. The following table presents the SARF system
programs. A description of the mathematlcal apparatus
partially employed is appended.

Table

Program Neme Function

Lo Data Acceptance Module

1. INPUT This program brings coded-record (normally,
card or card-image) date into SARF. Some
manipulation of the data will be done %o
make them compatible with the SARF system:
cetegory - type data will be arranged into
category-groups and renemed by order of
first encounter. Constant and redundant
features will be removed and data flagged
as "missing" will be assigned cetegory (as
data set) mean values.

2. CHANGE This program provides e variety of feature
category, pattern end file changes.

3. ANALYSIS This program enalyses the input date (member



4. DISTANCE

5. COREL

6. WEIGHT
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of patterns within a cless, dispersion,
deviation, maximum and minimum velue of

a feature within o class).

This progrem calculetes the different
distence metrics. The distence retrix (in
lower disgonel form) may be listed on the
line printer.

This program generates all feeture-feeture
and feature-property correlations, with
confidence intervals about the correlations
and an estimate of the probability that
the dete could have come from en
uncorrelated parent populetion. The
interfeature coveriance cen also be listed.
This program eveluates the individuel
importance of each feature for the
description of the property associated with
the training set patterns.

B. Classification lodule

T« DENDRO

8. KNN

9. BAYES

This progrem produces & "dendogramw" which
describes the hierarchical clustering of
the member of treining set patterns. The
dendogrem connects groups of petterns at
levels of similarity.

This program performs the Nearest Neighbor
classification for category-type data,
where K = 1 & lo, "Neerness" is defined on
the interpattern distance.

This progrem performs an approxinmete
multiveriant Bayes rule clagsification. It
also produces the fregquency histograms for
each feature over each category end over
all categories. Since the "true" probability
distributions for each feature are presumed
to be unknown, the frequency histogrems are
used in place of the probability
distributions in the Bayes clascsification.
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lo. TREE This program gencrates a minimel spanning
tree over the training set patterns. The
spanning tree is then eveluated ("prunca")
for self-consistent cluster of pattern.

11. SIMCA This progrem clessifies on the basis of
pattern similerity to & principal
component model of each cetegory. The
optimum member of principal components
for each category may also be determined,
using cross-validation.

12, KARLOV This progrem performs the Karhunen-Loeve
transformation on the training set data.
New features are generated &s linear
combinations of the old features.The new
features are lincarly independent and are
ordered according to decreasing variance.

Ce. Averapge Decision Process

13. DIALOG This program eliminates patterns with the
amellest / slightest prediction probability
from the list of probable variants.

D. Learning Mechine

14, HMULTI This progren is a multicategory Ilinear
learning machine. Hyperplenes separating
each category from all other patterns are
iteratively developed, using negative
feedback - training.

15. POTENTIAL This program classifles according 1o
potential functions.

The addendum presents the source list of Distance
progrems.

5. Infra-red Spectral Anslysis

Infra-red absorption spectra are vibretional-rotational
spectra of which the simplest one have been computed through
quentum - mechenical methods. The analysis of IR spectra due
to polyatomic molecules is difficult for two reamsons: first,
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becuuse of & nigher renge of vibration and rotation
possibilities and, secondly, because the same atoms can
simulteneously participate in more then one vibration.

Each type of covalent bond has one or more
cheructeristic frequencies which are only slightly influenced
by other bands of the molecule. It is out of this information
that "empiric spectroscopy" emerged and made possible the
recognition of certain bands or groups in a molecule.

Pattern recognition methods resulted in the development
of claggifiers eble to recognize classes of orgenic chemical
compounds. Pattern vectors are directly computed from the IR
spectrum, by dividing it in intervels of O . 1 p m, each
interval corresponding to an Xy component of the pattern
vector. The number of intervels is epproximately l3o.Absorption
values corresponding to each interval in the spectrum were used
to compute vector components by means of the following methods:
- the measured absorptions are the pettern vector components
- the digit numbers of components are undervalues
- IR spectre are binary encoded, each component assuming value
1 if it appears in the interval, end 0 if it does not.

Through the utilization of this last encoding /
codification of "supervised learning", after the deata
processing by meens of the SARF system, the authors got very
good results both in the identification of the nature of
urolithiesis / 58, 5¢, 9/ @nd in the recognition of the
structure of heterocycles / 5b/. The results are given in the
table below.

Class Number of Total predictive Clasgsifiers
spectra ability
130 25 i
feetu- featu-fTeatu-~

res res res
Urolithiesis
monocomponent 2500 loo - loo BAYES,KNN,NMULTI
Urolithiasis
bicomponent 2500 loo - 93 BAYES,KNN,MULTI

Heterocycles 3500 loo 88 - BAYES,KNN,MULTI




- 298 -

As g result of characteristic selection it was ;ossible
a drastic reduction of the number of characteristics, tv a
proper selection of the cherccteristic fields in the I=
spectrum, from 130 to 7 for urolithiesis and 25 for hetecrocycles.

The comparison of the three methods of classification
(BLYES, KNNN and MULTI)epplied to the IR binary encoded cpectra
gave us the possibility to hierarchize them in the following
decreasing order according to performences: the BAYES clessifier
based on distances > the Nearest K - neipghbor classiffer with
Tenimoto or Hamming distence >MNULTI cleassifier.

As e resuli of the heterocyles proceeding by mezns of the
DENDRO "unsupervised learning" program we obtained a éivision of
the pattern set in 20 classes. The exemination of thesz divisions
pointed out/made evident relationships between the petterns of
certain classes, as they are subdivisions of a more cozprehensive
class. A second processing subdivided the set of forme in 12
clesses.

The result of the last division was entirely setlisfactory
with the conclusion that the DENDRO program represents z most
efficient computer assisted research method of some spectra with
an unknovn or partielly known classification.

The forms of classification in the case of "unsupervised
learning" represent a "training set" for the program of
"supervised learning" which will finelly induce the optimum
clessification method for the problem under consideration.

The use of binary classifiers for the recogniticaz of 19
classes of compounds (the treining set consists of 500 spectra
end the prediction set of 3%500) resulted in an everage total
predictive ebility of 73-87% /4/. If the population ir the 19
classesg was significantly different, the results were
unsatisfactory.

Lidell and Jurs /6/ obtained goods results for & set of
only 212 IR spectra. A proper feature selection resulied in =a
total predictive ability of 92-98%.

Totel predictive ability (%)

Gpes 128 features lo features
Carboxylic ecids 96 93
Egters 97 92

Primery omines 95 93
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Iscuhor and others /7/ tested a series of clessification
methods in the case of binary encoding of IR specirs, using a
library of 26oc spectra with 13 classes of compounds. The
molecular formulas of compounds were of type 01_15 Hx Oy Nz,
and the spectra were divided by Lowry /8/ into 13 intervels in
the wavelength range 2-15,9 pome

The results in the case of the distance eveluation
clagsifier had 90% predictive ability for a discriminetion
between two classes and of 82% for the recognition of a class
out of 13. Similar predictive abilities were obteined in the
case of Bayeg classifeer.

The results in the case of the use of linear discrimi-
natory functions on ereas are shown in the table below:

Number of spectre Predictive abilities %
Class 1 Clasgs 2 P P2 3
200 2400 55 96 76
200 200 86 €6 76

The results are worse when 3 or 5 vectors are taken
into account then in the case of one vector. The use of
Tanimeto distances yielded better results.

6. Conclugions

The methods of pattern recognition are extremely useful
for the automatic recognition of orgenic structures based by
IR spectra.

If the classifier formation and evaluation supposes the
analysis of e large amount of dasta, which asks for the use of
large computers, once the method of pattern recognition 1is
chosen, it would be easgily implemented on perscnal computers
connected on-line to IR spectometers through digitel - analog
interface.

The spectrum library cen be created end implemented on
the external memory: the computer recognizes rapidly the class
to which the anelysed compound belongs. The confidence level
of the distribution is measured by the predictive ability,
enalysis in the class is performed end en sdequate program
recognizes if the glven spectrum shows features chearacteristic
to one of the known classes of compounds.
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INTEGER C,S

COMMON DOS000), X(1250),Y(1250)

COMMON /PATT/NVAR, NCAT, NFAT, NTEST, NTOT, NFE ITNG, NFENG,
LINDO, INDNO, J, DNAX, DAVG, C, 5, NGR, X1, X2, PD0O, £35, ISALT, AFN, ANX

Call. INITDECE100)

CALL DISYANTE

“T THE USERES PARAMETERS

OCESSING FILE -5« FOR COMPLUTING THE REGUTRED TITSTANCE

IF (CLER.~1) CALL FSELILNSGD

C ... IF 512 THEN COMPUTE SOX,Y)=1-T10X, Y) /DNAX

o

IF (5. E.12) CALL PIELDOETD
IF(S.GE, 1,AND,C.NE, ~1) MNGR=-7%%9
CALL FINALDE

100 STOF < &sFEGELe

SLIFROLTINE ITNI VLS ()
CHMMON DHOS000) , X C12E0), Y CLEE0)

COMMON/P'ATT/NVAR, NCAT, NFAT , MTE

P NTOE, NFE TNG, NFEING, TN,
LTIMNDLO, b, OAVGE, CMAX, D0, S5, NGIR, XL, X 190, 15, CSALT, A, ANX
DATA NOLINEW/ "N/

I1a=14

1 108
REALL C30) FEEY, NFAT, NTEST, NVAR, NTAT, (NA, 51, NVATD , CNG, 01, NYATD
IF CEIEY L R NOUNERD) RETURN 1

Cal L CHITPARNT (8100
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LAVG=0

DMAX=0

MTOTMPAT #NAEST

NEE TN (NVARTA) /T L e

IR =NVAR 4 -NFEING=T 4

IF CIR.NE. Q) NFEING=NPEING+1
MFEANG=NFAT/ T128

IR=NFAT-NFLLING=T 1 258

IFCIR.ME,0) NPEINGNPE NG+
INTIQ= 1 ~NFE TNG

[MIN.G=1 -NFENG

INIE INDO

00 1 I=1,N7T0T

REATN €300 I, NN1, NNZ, N, (XKD, K=1, NVAR)
NG DMO e NG

WET TE AL TNLE A4 T0, NMNL, NNE, ONy CXCRD , B, NVAR)
FORMAT C1664)

CONT INUE

RETURN

RE VLI
LN
SUEROLTENE CIVPARDT (5)

COMMOIN. ZF AT T /NVAR, NUAT, NEAT, NTE ST, NTOET, NEE NG, NFE NG, TNDO,

TINOLO, 0, OMAX, DAVG, [0, N, X, X2, PO, 35, TEALT, AN, ANX

CI TR ARLDI = ACCERD PARAME 1LE CARD
no o= DS TAMES Pyl

Nt GERE AL MARAL ANDRLE DIVETANCE OREIE W

Frial b NOL Zepae D ANCE MATETIX T FRINTED
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c
C S5 = TYPE OF SIMILARITY COEFICIENT
c
c PG IF NOT ZERO SIMILARITY MATRIX IS PRINTED
c (UPFER DIAGOMAL MATRIX ONLY)
c X1 = THE FIRST VALUE WHEN D=4 (RATIO DISTANCE OF O.LL
c
c X2 = THE SECOND VALLIE
c
COMMON G CRO00) , X CL250), Y (1250)
DATA IREAD, X1IMFL, X2IMPL, IWRLTE/ 105, 0,4
INTEGER DD, 8%, FPDL, PSS, 0,5
EDUIVALENCE (D, D0, (5, 55), (N, NGR)
READCIREAD, 101) DO, NGR, PLII, S5, F
WRITECIWRITE, 201) DD, NGR,FOD, 22, P52, X1, X2
c eaw COMPUTE  -ISALT-
[
IF(S.NE.O) GO TO 1
[ =0
11 IF(DLER. L) GO To =
IF(D.LE.Q.OR.D.GT.4) GO TO 4
=

C ... S =0 ANKD CORRECT

IFCDLNE.2) GO TO O

IF(N.EQ,.2) GO TO &

IF(NLE L DR NG GT, 23 3l Tu 7

ANDE R
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ISALT=2

RETLIIRN

D FOR
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BINARY FEaTURES

READCZ0) I0, NA, NE, CN, (X(KD)  E=1,NVAR)

o 20 K=

 NYAR

IECXCHD ONE. OLANDL. X (D) W NEL L) GO TO &

LN TINLIE
REWINI 30
READ C:30)

Izal 1=1

WRITE ¢ TWR

FFLIRMAT ("
GOT0 100

WRITE CIWR

IERY

1TE, 202
mex fUROR
]

[IE, 303

FEATLRES MUT BINARY )

202 FORMAT (7 ERROK @ ILEGAL VALUE FUR "N"-/SX,

pele k]

17N FLXE
N2
IEALT =5

Gle T o
LI O 180, O)

) N S U SR

I DO

W LT CTIR

Fribaka) § T mes

e 10 100

w13

oD ya 27/)

3 M=

) G TG 14

L, 204)
Fobaaise
5

Flar AR

TLETAL VAL Tk FOR

LU T AN

TaEL



1

100

-4

]

20T

10

207

= 308 =

IF(DLGT.0) GO TO 11
IFCS LT OR.S.GE. 1) G g 2

IFCHLER. 1) G0 T @

C s BINARITY CHECE

READ (Z0) Tn, NA,NE, CN, (X (), k=1, NVAR)
My 100 k=1, NVYAR

IFOXCRDY JNELOLANDL X CRDY GNE L 1) GO T &
CONT INLIE

REW NI 20

READ ¢(20) IKEY

IEAL =545

GOOTO R

IFCS.ER. 1R) GO TO 10

WRITECTHWRITE, 205)

FORMAT O sre ERROR ¢ TLEGAL  FARAMETER VALLIE

GO TO 1000

NR-=2

ISALT=0

WRITECTHRLTE, 207)

FORMAT (" =me [ ANIDI N ARE FIXEL TO 27/)

GO 9

CAa%E D=q

IF OXTONELOLOFRX2.NELO) GO T 15

X1 <X 1 IMFL

X2 X2 IMI

s

o)



1000

204

101

01

[}

o

Ly}
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15ALT=4

AFN=1 . /NVAR
ANX-MVAR= (NVAR-1)
RE FLIKN

WRITECIWRITE,

FORMAT ( “exe EXECUTION ARDKTED )
HETLRN L

FURMAT (

ZF10.4)
FURMAT (7 L. 7, IS, S0, 7 N= 7, IS, 86X, “Po=7, 15, 5, ‘8= 7, IG,

“X1=",Fl11.&,5X, " X2:",Fl1.&/)

FLNCTION 50X, ¥)
DIMENSION XO1),Y 1)

COPFUON/PATT/VAR, ALK 1)

F o= CORPUTE THE NUMBER OF COMMON ATTRIBUTES

U AL RN

=X AND Y -

D1 K=l NYAR

FosFur X R aY (KD

M T THUE

KE TLIFN

M

FURCTION FIeX,Y)
OIMEMSTON X)), YoL)

COPMON /BT T ZNNVAE, ALL

Fors ORI e THE NRIME R T ATTRLELTE

IMAT FALTTERN K- HASKS T ARD PALIERN Y - HAZNTT

[A]
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FT=0

00 1 K=1,NVAR

IF CXCED GERL O ANDL Y OED) JEQL.O) Fi=FT+]
CONTINUE

RETLIRN

END

FUNCTION FLU(X,Y)

DIMENSTON X(1),Y(1)

COMMUN ZBATT/NVAR, ALZ C21)

Fou = COMPUTE THE NUMBER OF AT ITRIRUTES THAT

AND THE PATTERNS Y MHASN-T

FU:=0

0o 1 =1, NVAR

IFCXCED CERL L ANDL Y (R LERLO) FLi=FU4 ]
CONT INUE

RETLRN

END

FUNCTLION FVOX, YD)

DIMENSTION X€1),¥vo1)

COMMIN /EATT/NVAR, ALIX C21)

(R3S

FATIERN X HAS

Fov o= COMPLTE THE NUMEEIS OF AT TRIELOES THAT BATIERD Y HAS

AND X LN T

FV=0
a1 K=1, NMVAR
IECXCED BB O AN Y (DY LERL 1) FV=F VA

CONT TR



el

T
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RE TLIRN
END

SUBROLTINE S1M1L

S I0M 11 o= COMPUTE THE SIMILARLITY COED GSTENT TYPE 11 (D0SCXY)

COMMON/PATT/NVAR, TUX G2, J, AUX(12)

CUOMMION. DC3000) , X CH2E0) , Y L1250)

SXY0

D01 K=1,NVAR
Xk= XKD
YE =Y LK)

SXY= GXYA XK RYE

SEX 2 e X XK
SYFEYXYESYE

N IS

DD =EXY/SRRT (SY Y /5

ek TLHEN
EMII

SUTROUT INE. F

PR O = COMPLTE SEMIEARTTY COBE TOLENY 1YRE 12

ONTHE BASTS 0F DESTANCE PREV(OUE COMPUTEDR OR
PRl iamma T S0 ARCE LY, Y)=1- 50X, YI/IIMAY
COEPION QSan0) , X 012500, Y1 -5h0)
CORMONE ZFATT 1 /NYAF, NCAT , NEAT, NTEET, NTOT, MEE TG, NELUNG, TNL,

TORO 2, 00, LMAY, DAVEG, C, 5, MUR, X1, X2, P5S SALT, AFN, AMY

| (TARIREY]
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OMAXN=-1.E+10

IND= INILO

DD 1 NP=1,NTOT

INTE= YNDH-NFEJNG
READCSS IND, S5 (D(E), k=1, NFAT)
FORMAT C12244)

00O 1 K=t,NFAT

Dok =1, ~TCE) /DMAX

L= R

IF (OMAXN LT, DD OIMAXN=DE
OAVG=DAYVG +DE

CONT INLIE

CONT ITNUE

DMAX=DMAXN

RETLIRN

ENL

SRIBROLICINE NIET03

COMMON  /PATT/NVAR, ACED o, BOA) N, TS, APN, ANY

COMMON GOS000) , XC1250) Y (1250)

DT 5 1T 003 = COMPUTE THE C1TY BLOCE
Sel)

1 1 E=1, NVAR

SR ALS X CED) Y (R )

LZONT THLIE

D=

1RE TLIRN

E NI

SLIEROUT TME DTN

LT ARCE



L]

o
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COMMON /PATT/NVAR, AC2), J,BC4) , N, C(5), AFN, ANX

COMMON DCS000) , XO1250), Y (1250)

I €T D 2N = COMPUTE GENERAL MAHALANOELS DISTANCE OF ORDER N
S0

na 1 K=1,NVAR
S (XK= (KD ) ssN
CUNT INUE
LD =S AFN
RETLIRN

END!

SHEROUTINE DI04

I 57 D4 = COMPUTE THE RATIO DDSTANCE OF O, ANDERS

COMUTINZFAT T /NVAR, ALK G, U, BEOS)Y, X1, X2, 03, AFPN, ANYX
CIOMMON. DCS000) , X 02500, Y O1250)

S=0

1 =2, VAR

S N

XL=XC1)

YIi=(I)

o2 K=1,K1

RILEXI=YLEY /X (ED/YY

IFCRIJLE T XL R REALIGT, X2)

CONTT INLIE.

CONT TRE

L) =225/ ANX

RETLIRN



o

cu T

[
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END

SURROUTINE DISTEUCL

STEUDL - COMPUTE THE ELICH TDIAN DUSTANCE

COMMON DCS000) , X (L 250), Y (1250)

COMMON/PATT/NVAR, NCAT, NFAT, NTEST, NI, NPE THG, NEFUONG, TND,
TINDLO, 3, DMAX, DAVG, AUX122010)

[NEET =0

Il 1 k=1, NVAR

QIF=X (KDY ~Y CR)

IF(DIF. B, 0) G To 1

DUET=0DIST+0OIF=01F

CONT INLUE

IsT

ARTCLDTET)
Dey =015
RETLREN

ENIY
SLERCGLTING FINAL TS

CREATE THE FYILE DRISTANCE
AND LTS TED UN LINE PRIMTER THE UFPER CTAGURMAL

DISTANCE DROCSIMIEARYTY  MATIRIX

COMMON THCS000 ), X CLEG0) Y C1R0R0)

CUPFMON. 2280 T/7HYVAR, NCAT, M, MO, M NG, T NG, TR0, TNEeLO,
10, TIMAX, DAVG, L, S5, NG, X3, X2, BLOG PSR, TERAL T, APN, ANX

DATA [EEY/ NIUEM7/

ECSLLVAL BENMCE (N, N

DATA TW/ 103/

TE 180=0



IF (F NE.. O

[FCRO0LNE.O

= J2! =

CANDL DL ERLOY TLTET=1

CANDL DD NE. O TLIST =1

IFCILIST.ER.O) GO TO 2

LF O35, MELOLANDL DD BB, 00 WIRETECIW, 101) DAVEG, LIMAX

TF CLID, G . O AN, S5

[E . =, -1

IF ¢

101 FURMAT(/ /7 s=as DIESTANCE MATRIX === AVERA

CELL0) WRITE CTW, 102)Y0AVG, DMAX

Y WRITECIW, 102) DAVG, DMAX

LERLIEY WRITECLW, 101) DAVG, TIMAX

=7, G144,

1.2 weze MAXIMUM =°, GLd.46, ¢ wEn L)

102 FOERMATC/ /7

caE SIMILARITY COEFICIENT MATRIX 7,

1 = AVERAGE =7, G14.4&,7 b33 MAXIMUM =7, Gl4.4&, " =

20887

2 NULIT =31
DAYVG= DAVG/N
REWIND NOIT

WRITE (NCL

T /NFAT

) OTEEY, NEAT, NTESE, NVAF, NCAT, CNME = 1, NVARD ,

TONNE, d=1, NYARDY , M, N, N, DAVE, TIMAX

TN TNOO

CMO = TMOLO

O 1 I=1,NTu

CPC = DD e LG

TNLIL = TNLIL ANFE LN

REALICAL T TNLE

SAL) YT MR, NRDG CN, CX KD, B 1, NVARD

READC2ST TN, 03y kDY K=, NIFAT)

WL CNOILIT )
Ao FUETIAT (1681
W FUOEMAT O
TE CILYET.E@

eIt

WELTE €11, 10

TE, NN NN, CN OUCRD = 1, NYARD , (DGR, Fe 1, NEAT)
)
1)

COLOFRL TOGTYONEATY Go TO 1

Vol MR NP, b Ty R, NEA )



103

[

= 33 =

FIRMAT (==, 15, 1X, 2A48, "=, 501X, [5,2X,G14.4)/,
1ogay, 16, 2X, G144, 14, 2X,G14.6, 14, 2X,G14.6, 14, 22X,
2G14.4, 14,2X,G14.4))

CONT INUE

b TURN

ENTI

SURRCLTING DITETANTE

CHMONETORING THE DISTANCE COMPLTATION

(]

101

COMMON DES0O00) , X CL2000 , Y (12500

COMMON/FAT T/NYAR, MCAT, MEAT, NTEST, NTOT, NFETNG, HPEJING, [NDOO,

TIMLILO, 0, TIMAK, DAV, DT,
INL=1INDO
IMOL=TMOLO
Do 1 X=1, NTO

TMND=TINLNPETNG

REATICALIND, 44)  TI, NND, NNZ, O, OCCKD, B, NVARD

FORMA T C1aA%)

TN NI

a2 J=1, NEAT

TNLE Y TN L NFE TG

FEATCALT TNILL, 420 T, NREE, NME, O, CY CRD, B, VAR

GO0 (101, 102, 103, 104, 105, 104,147, 103, 107, 110, 111, 112,11
1114, 11%,116) I5aL1

eee DONDUELEOMA. JUHE - I8
NED=FuiX, Y

S NG X, X, PO B, LAl T, AP, ANX

2

"1



102

103

104

100

106

[y

107

[}

)

10

10w
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GO T 129

CALL DISTDZN

Go TO 1%

CoLL TS mH

530 TO 199

CaLL nIsing

50T 19%

CALL DISTEUCL

GOoTa 1wy

RUSEEL ANDE RAO COkR L]

DO =FS(X,Y)

FXOTO 199

EENDAL COEETCTENT (19568

DCD=1-(FLCX, YTV X, Y /NVAR

GOyo 19w

RUGE 1 ANIT TANTMOTL COEF [CTENT

LW FUCE, Yi4l VX, YD

D) = ENVAR -SUV Y Z CNYAIR 151Y)

G Tu 199

JALTTUAITE DO LOVEMT CIo0n

SYXFROX, YD)

DS =2 XX/ CREX A, YY) VX, YD)

ENT O (1240)

(1960)
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@
i

300 0 1
(&
Cowre  KULZINGEY COEFICIEMT (1927)
1
110 Dedy=FEOx, Y/ (PUCX, YI+MVIiX, Y))

40 70 1w

Co.en DCHIAL COEFICIENT (1%57)

o
111 X, YD
DB =BXX/E0RT CCEXXXAFUCX, YY) e (85X {4TVEX, YD
GO 1w
1

| DYICE COEEDCUENT  (13245)

112 5XX=FL(X,Y)

Dty S A CRXEH (P LEX, YO+FNVOX, YY)/ 20D

G0 TO v

Coaes HULEZINZEY COEFICIENT 2

| BEE A S SIS &)

Dital)=

EXNACEREAT LY, YD)+ TXX/ CRENAFVOR, YD) /2,

G0 e e

FI] T T O A S VR

114 SX¥X-FSX,.Y)
XX =tTex,y)

IX R FLECY, ¥
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VXX=FVEX, YD

D) = CEX T XX LXKV XD ZSERT COaXX+VX XD s (EXR4AUXX) )/

TCOTXX XX = TXX HVXX D)

GOOTO 1

Cowww  YLLE COETLUCTENT (19110
2
115 STX=FS(X, ¥YI8FTIX,¥Y)
UVX =X, YI=FVIX, Y)

ned) ST X-UVKD) / CETXAUVKD

C ... CLOSING

GO 1o 199
114 GALL ST
199 DANVG DpYC T
CFALMAY L LT BTG ) DAL =10
el COINTT T
T = TR s NG
WIFCT BE CeS T TTIL S50 (DGR B 1, NERT)
a5 FIORHA T 1284
1 GO I TYLE
kT

EMI



