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Abstract 

Formulas and procedures are proposed for the computation of complexity, similarity 
and diversity of molecules in the analyzed group and of the similarity of two groups (as a 
whole), based on the Shannon Entropy formula. The article reports certain QSPR studies 
regarding twenty pairs of calibration/validation sets with high/low complexity and diversity of 
the included molecules and high/low similarity of sets. A high complexity of structures in the 
calibration/validation set decreases the quality of the prediction for the validation set. A high 
similarity of the calibration and validation sets (as a whole) increases the quality of the 
prediction for the validation set. The diversity of molecules in the calibration/validation set 
should be directly proportional with the similarity of the calibration and validation sets. If the 
similarity of the calibration and validation sets is high, a high quality of prediction for the 
calibration set (cause) increases the quality of the prediction for the validation set (effect) and 
the validation test is useful because of this cause-effect relation. On the contrary, if the 
similarity of the calibration and validation sets is low, the influence of the prediction's quality 
for calibration set on the prediction's quality for the validation set is low and the validation 
test is useless. The text proposes a formula/criterion for identification of "the best" 
QSPR/QSAR in the presence of validation/prediction set. 
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1. Introduction 

In practical QSPR (Quantitative Structure-Property Relationship) studies one uses 

calibration set molecules (having known values of the dependent property) and prediction set 

molecules (having unknown values of the dependent property and not used for QSPR 

building). The structure of molecules in the prediction set is effect of certain drug design 

exertion. The goal of this effort is to obtain 'more valuable' new structures. Consequently, the 

similarity of the structures in calibration set and the structures in prediction set is frequently 

low enough.   

The calibration set is used to identify the QSPR mathematical formula which gives the 

minimum sum of square differences between the observed and computed values of the 

dependent property. The best QSPR equation includes a number of computable features of the 

molecules, named predictors, and it is used to compute the value of the dependent property 

for the molecules in prediction set. 

On the contrary, in academic publishable QSPR studies, the prediction set, which is 

not used for model building, includes molecules having known value of activity. 

Consequently, the computed values can be compared with the observed values. In this case 

the prediction set is named validation set and the comparison is an external cross-validation 

test. The agreement between  the observed and the computed values of the dependent property 

for the molecules in validation set is considered a measure of the QSPR's quality. There are 

many papers and documents which emphasize the importance of the external validation test 

[1-20] which is made after computation of QSPR equation. The result of the validation test 

depends on the descriptors used, features of molecules in calibration/validation sets and  

features of the calibration/validation sets as a whole. Therefore, the reliability of external 

validation tests is a debatable subject in literature [12b, 21-29]. 

There are few proposed procedures for extraction of calibration and validation sets 

from the initial database [28, 30-32]. As a rule, these procedures ensure a high similarity of 

calibration and validation sets, whilst the similarity is not quantitatively measured. Generally 

speaking, the similarity of sets seems to emphasize the similarity of structure-property 

relationship in the calibration set and validation set, respectively. Some authors studied the 

effect of the composition and similarity ('feature range') of the sets on the quality of prediction 

in QSPR studies [33, 34]. 

Besides similarity, another difficult statistical problem is the diversity of the 

molecules. If the diversity is too low, the statistical methodology cannot identify as 
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'significant' some descriptors and the best QSPR cannot include, as predictors, these 

descriptors. On the contrary, if the diversity is too high, the calibration / prediction / 

validation sets can be non-homogeneous, i.e. they can include few classes, different from the 

viewpoint of structure-property relationship. The databases used in QSPR studies include 

frequently molecules similar enough in their chemical structure but not similar from other 

points of view or molecules different from all points of view. 

Some authors emphasized the inability of some equations to correctly estimate the bio-

activity for 'completely new chemicals', despite a good result of cross-validation [34]. 

According to Guidance Documents of the OECD Principles, the quality of certain QSPR must 

be verified by cross-validation, but any QSPR can be applied only for chemicals included in 

the Applicability Domain AD [4, 35]. 

If the QSPR axiom (similar structures present similar values of the properties) is true, 

there are two possibilities: 

a) the new molecules, not yet synthesized, imagined by drug design, are inside the 

AD, their properties can be more or less correctly estimated, but they are more or less similar 

with the properties of molecules in calibration set and thus they are not interesting 

b) the new molecules are outside the AD, their properties cannot be correctly 

estimated, but are dissimilar with the properties of the calibration set molecules and so they 

are interesting 

Thus, a) + b) seem to highlight an internal contradiction of the QSPR methodology. 

One can theorize the more interesting molecules are inside AD and close to the borders of 

AD. 

The goal of our paper is to study the result of external validation test as effect of the 

- complexity of chemical structure of the analyzed molecules 

- homogeneity of molecules in the calibration set from the point of view of 

structure–property relationship 

- diversity of molecules in calibration and validation sets from the point of view of 

the values of the dependent property 

- diversity of molecules in calibration and validation sets from the point of view of 

molecular features 

- similarity of the two sets from the point of view of values of the dependent 

property and molecular features 

- quality of prediction for the molecules in calibration set 
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2. Methods and formulas 

Similarity of two objects 

A group including N objects and a criterion K used to compare objects are considered. 

The values of K for objects are k1, k2, … , kN. There are a maximum value kmax and a 

minimum value kmin of K. The similarity Sij of any two i and j objects in group, from the point 

of view of K, is computed by the proposed formula (1). The value of Sij is in the range {0, 1}. 

 
max min

1
i j

ij

k k
S

k k

−
= −

−
 (1) 

The similarity calculated by formula (1) is 'relative', not 'absolute'. For example, the 

similarity of the numbers 4 and 7 in group (4, 7, 22), Sij = 0.8333, is much higher than  the 

similarity of the same numbers 4 and 7 in group (4, 7, 9), Sij = 0.4000 and the similarity of the 

same numbers 4 and 7 in group (4, 5, 7), Sij = 0.0000.  

If the values k1, k2, … , kN would be equally distributed in the range {kmin, kmax} then 

Sij = (N – 2) / (N – 1). Therefore, the ratio (N – 2) / (N – 1) can be viewed as limit value Slimit 

of Sij. In practice, this value proves suitable, despite its proximity to 1. 

 

Classification of objects in the group 

The N objects in the group are included in classes (categories), according to similarity 

Sij. Each pair of objects in a certain class fulfils the condition (2). 

 l imitijS S≥  (2) 

Here, we used the next proposed classification procedure including five steps. 

 

Step #1  identification of the first 'seed', i.e. the object having minimum sum of similarities 

ΣSij with the other N-1 objects; the first seed is included in the first class 

 

Step #2  identification of the next 'seeds', i.e. objects having similarity (with each seed) 

smaller than  Slimit and minimum sum of similarities ΣSij (with the other 'seeds') 

 

Each 'seed' is included in a new class. Step #2 calculations run in a loop until the number of 

'seeds' becomes, as a rule, zero. After n times running of Step #2 there are n + 1 classes, each 

class includes 1 object and the number of non-classified objects is N – n – 1.  
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Step #3  identification of the object having maximum sum of similarities ΣSij with the objects 

included in classes 

 

Step #4  identification of the class having features a) and b) 

a) all similarities of included objects with the object identified in Step #3 fulfil the 

condition (2) 

b) greatest mean value of similarities of included objects with the object identified 

in Step #3 

 

The object identified in Step #3 is the most suitable to be classified. The class identified in 

Step #4 is the most suitable to include the object identified in Step #3. Step #3 + Step #4 

calculations run in a loop. After  N – n – 1 times running of Step #3 + Step #4 there are n + 1 

classes also, each class includes few objects and number of the non-classified objects 

becomes, as a rule, zero. However, sometimes, the last analyzed object remains non-

classified, because all classes include one or more object(s) that have a poor similarity (i.e. 

smaller than  Slimit) similarity to the last object. 

 

Step #5  the non-classified object, if it exists, becomes the last 'seed' of a new (last) class 

 

Diversity of objects in a group 

After classification, one calculates the entropy of objects in group using the Shannon 

equation [36], see formula (3). Here, we used the natural logarithm. The value of entropy SE 

is in the range {0, log (N)}. 

 
1

log
k

i i
i

SE p p
=

= − ⋅∑  (3) 

where 

k is number of classes including minimum one object 
pi = ni / N 
ni is the number of objects in class i (ni > 0) 
 

If all objects are very similar with the all other objects then k = 1, ni = N, pi = 1 and SE 

= 0. On the contrary, if all objects are very non-similar with the all other objects then k = N, ni 

= 1, pi = 1/N and SE = log (N). Here, SE of objects in the group is considered the measure of 
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group's complexity. The diversity of objects in group, from the point of view of criterion K, is 

the ratio SE/ log (N) its value being in the range {0, 1}. 

 

Similarity of two groups of objects 

To compute the similarity of two groups G1 and G2 of objects, each group considered 

as a whole, we applied the proposed classification procedure on aggregate G1 + G2, which 

includes N1 + N2 objects. After classification, there are some classes including objects in 

group G1 (not G2), some classes including  objects in group G2 (not G1) and some classes 

including  objects in group G1 and objects in group G2. Using the formula (3) one computes 

the entropy SE1 of objects of G1 in aggregate, the entropy SE2 of objects of G2 in aggregate 

and the entropy SE12 of aggregate. The diversity of objects in aggregate is SE12/ log (N1 + 

N2). The similarity of the two groups is calculated by formula (4). 

 1 2ESIM r r= ⋅  (4) 

If  SE1 < SE12 then r1 = SE1 / SE12 else r1 = SE12 / SE1. If  SE2 < SE12 then r2 = SE2 / 

SE12 else r2 = SE12 / SE2. Consequently, the value of SIME is in the range {0, 1}. 

Any object can be considered, at a suitable level, a group of objects. For instance, a 

molecule can be considered a group of atoms, chemical bonds or molecular fragments, a 

living creature can be considered a group of organs, tissues or cells etc. Therefore, the 

proposed formulas/algorithm can be used for complexity/diversity/similarity analysis of any 

(groups of) objects (stars, states, factories, cars, persons, microbes, molecules etc.), compared 

by a suitable criterion K. 

 

Building of molecules, geometry optimization and calculation of descriptors 

Here, the analyzed (groups of) objects are molecules. 

The virtual building of the molecules and the geometry's optimization were done using 

the molecular mechanics program PCModel [37]. The more rigorous geometry's optimization 

and calculation of some descriptors were performed by MOPAC [38]. 

Based on the output files created by MOPAC, the PRECLAV software [27, 39] 

calculated, for each molecule, more than 450 whole molecule descriptors, specific to this 

program. In addition, we used the descriptors calculated by the DRAGON software [40]. 

PRECLAV was used for the identification of molecular fragments and similarity / diversity / 

statistical computations. 
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Identification of molecular fragments 

The molecular fragments are identified according to a previously described algorithm 

[41-43]. Two linked heavy atoms (different from hydrogen) are included within the same 

fragment (together with the attached hydrogen atoms) if B > 1.051, where B is the bond order. 

For example, the molecule CH3–CH2–O–CH2–OH includes always five fragments, CH3 + 

CH2 + O + CH2 + OH. The molecule PhCOOCH3 includes, depending on conjugation and B 

value, two fragments PhCOO + CH3, three fragments PhCO + O + CH3 / Ph + COO + CH3 or 

four fragments Ph + CO + O + CH3. Similarly, the molecule CH3NHCOCH3 includes three 

fragments CH3 + NHCO + CH3 or four fragments CH3 + NH + CO + CH3. 

Figure 1 presents, as example, the five fragments CH3, NHCO, O, Cl and C6H4 

identified in N-methyl-2-chloro-phenyl urethane. The fragment 'Amide' is present. 

 

N

O

Cl

O

CH3
 

 

Figure. 1  Five identified molecular fragments in N-methyl-2-chloro-phenyl urethane 

 

Diversity and similarity from the viewpoint of various molecular features 

Diversity and similarity calculation from the viewpoint of the dependent property uses 

the values of the dependent property and formulas (1) – (4). In addition, to calculate the 

similarity of calibration and validation sets we used the much simpler formula (5), where Pcal 

and Pval are the mean values of the dependent property in the calibration and validation set, 

respectively. 

 ( )
cal val

cal val

1
max ,P

P P
SIM

P P

−
= −  (5) 

There are thousands computable molecular features (descriptors). We selected here, as 

criteria K for comparison of molecules, descriptors for size, hydrophilicity, flexibility, 

chemical structure and shape. 

Diversity and similarity calculation from the viewpoint of molecular size uses the values of 

COSMO volume [44], computed by MOPAC. In addition, we used the formula (5). 
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Diversity and similarity calculation from the viewpoint of molecular hydrophilicity 

uses the values of descriptor AHF (average hydrophilicity of fragments). In addition, we used  

the formula (5). 

The hydrophilicity of a certain molecular fragment is calculated here as the difference  

between the maximum value Smax of hydrogen atoms' net charges and the minimum value Smin 

of heteroatoms' net charges, see formula (6). 

 max minS S∆ = −  (6) 

If the hydrogen atoms in fragment are missing Smax = 0. If the heteroatoms in fragment 

are missing Smin = 0. Therefore, ∆ = 0 for fragments which includes only carbon atoms (C in 

carbon tetrachloride, C2 in tetrachloroethylene, C6 in totally substituted benzene etc.). Using 

the values of ∆ for all fragments one can compute the value of AHF. For example, dodecane 

and dodecanol present close values of AHF. On the contrary, methanol and dodecanol present 

quite different values of AHF. 

Diversity and similarity calculation from the viewpoint of molecular flexibility uses 

the percentage values of rotatable bonds [45]. In addition, we used the formula (5). 

Calculation of diversity and similarity from the viewpoint of chemical structure and 

molecular shape is much more difficult because the chemical structure and shape of a certain 

molecule cannot be defined by an only one real number. Here, the chemical similarity 

calculation uses the result of molecular fragments' identification [33]. 

All identified fragments are classified according to criteria #1 and #2. If the number of 

heavy atoms included in analyzed fragment is 1 the value of criterion #1 is 1. If the number of 

heavy atoms included is 2 or 3 the value of criterion #1 is 2. If the number of heavy atoms 

included is > 3 the value of criterion #1 is 3. Criterion #2 is the string of symbols of included 

elements, in alphabetical order. If the value of criterion #1 and criterion #2 is the same the 

analyzed fragments are considered in the same class. 

Then, the Shannon Entropy of classes in the analyzed molecule is computed with 

formula (3), where pi are the percentages in weight of classes. The similarity of two 

molecules, considered two groups of classes' fragments, is calculated by formula (4). The 

classification of molecules, from the point of view of chemical structure, uses, in formula (2), 

the value Slimit = 0.9. 

The classification of molecules, from the point of view of molecular shape, uses, in 

formula (2), the similarity Sij calculated by Ultrafast Shape Recognition method [46, 47] and 

the value Slimit = 0.9. 
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Databases used 

The ten databases used in our computations are presented in Table 1. The number of 

molecules in each database is in the range {49, 112}. 

To avoid arithmetical problems, the references' values of the dependent properties are 

placed in the positive range, see the column no. 4 in table. For instance, Celsius degrees were 

replaced by Kelvin degrees. Other times all values V were replaced by corrected values Vcor = 

V-Vmin. 

 Table 1                                    Analyzed databases 

Database Chemical 
class 

Dependent 
property Range Ref. 

1 Anthranilic 
acids 

Anti-inflammatory 
activity {1.000, 4.125} [48] 

2 Cyclic ureas log(1/K) {5.30, 11.01} [49] 
3 Flavones logK {0.000, 5.301} [50] 
4 Fluoro-alkans Boiling Point {195.2, 383.2} [51] 
5 Guanidines Sweetness power {0.000, 2.768} [52] 
6 HEPTs Anti-HIV activity {3.66, 8.57} [53] 
7 PAHs PADA*  {0.7, 50.0} [54] 
8 Phenols Toxicity {0.000, 2.638} [55] 
9 Quinolines Anti-HIV activity {3.46, 6.70} [56] 
10 Urethanes Toxicity {2.30, 7.48} [57] 

                        *Percent of Applied dose Dermally Absorbed over 24 hours 

 

Selection of calibration and validation sets 

The molecules in each database in Table 1 were ordered according to the values of the 

dependent property. Then, each database was used to make a) and b) type pairs of 

calibration/validation sets: 

a) calibration set and validation set are presumed to be 'similar enough' 

b) calibration set and validation set are presumed to be 'non-similar' 

To obtain type a) pair we extracted, as validation set, the ordered molecules having 

ranks 2, 4, 6, etc. or 2, 5, 8, etc. or 2, 4, 7, 9, 12, 14, 17 etc., depending on desired percentage, 

in the range {30, 50}, of validation set within database. 

To obtain type b) pair we extracted, as validation set, the molecules having greatest / 

smallest values of dependent property. 
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Each pair calibration set/validation set is used in a distinct diversity/similarity 

computation and distinct QSPR study. Table 2 presents the number of molecules in 

calibration/validation sets and the similarity value SIMP calculated with formula (5). 

 

             Table 2      Number of molecules and similarity of calibration/validation sets 

Database Study Ncal Nval SIMP Database Study Ncal Nval SIMP 

1 I 56 56 0.989 6 XI 40 40 0.989 
 II 79 33 0.685  XII 56 24 0.691 
2 III 47 32 0.991 7 XIII 36 24 0.972 
 IV 40 39 0.780  XIV 30 30 0.447 
3 V 39 39 0.970 8 XV 34 16 0.948 
 VI 54 24 0.467  XVI 30 20 0.426 
4 VII 52 25 0.980 9 XVII 35 15 0.992 
 VIII 46 31 0.846  XVIII  30 20 0.742 
5 IX 34 15 0.997 10 XIX 46 30 0.992 
 X 29 20 0.570  XX 38 38 0.700 

 

In QSPR studies I, III, V, VII etc., the calibration and validation sets are presumed to 

be 'similar enough', at least from the point of view of values of dependent property. In QSPR 

studies II, IV, VI, VIII etc., the calibration and validation sets are presumed to be 'non-

similar'. 

 

Used statistical methods 

We used in all twenty QSPR studies: 

- the same initial set of descriptors, i.e. DRAGON descriptors, PRECLAV whole 

molecule descriptors and PRECLAV descriptors of molecular fragments; aromaticity 

descriptors [42] and 3D descriptors were not used 

- the same QSPR algorithm, i.e. the selection of significant descriptors and equations by 

formulas and forward stepwise procedure of PRECLAV 

- the 'best' QSPR for prediction, i.e. the equation having maximum value of quality Q, 

see formula (7), obtained with calibration set including outliers 

 2 1
p

Q r
N

 = ⋅ − 
 

 (7) 

where 

r2 is square linear correlation of observed/computed values 
p is number of predictors 
N is number of molecules in calibration set 
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The value of the function Q is in the range {0, 1}. According to used forward stepwise 

procedure, the value of p increases in the range {2, log2 (N)} and the value of Q increases, 

reaches a maximum, then decreases. Therefore, the value of log2 (N), rounded off to integer, 

and the value of Q are criteria to stop the calculation. 

Other criteria for quality of obtained QSPR are r2 in formula (7), being in the range  

{0, 1} and the Fisher function, see formula (8), being in the range {0, ∞}. 

 
2

21

r N p
F

r p

−= ⋅
−

 (8) 

The relative utility of a certain predictor is computed by formula (9). 

 
2 2

21

R r
U

r

−=
−

 (9) 

where 

R2  is the square correlation between the observed/computed values of the dependent property 
     (using the QSPR with all p predictors) 
r2  is the square correlation between the observed/computed values of the dependent property 
    (using the QSPR with p-1 predictors, i.e. the equation without the analyzed predictor)  

After computation of U for each predictor, the values of U are normalized by the 

highest one (the highest value for U  becomes 1000). The predictors with a high enough value 

of U (U > 600) can be considered 'with high relative utility'. These predictors are useful 

because they correlate well with Pobs values and present low correlation with other predictors. 

Each 'useful' predictor explains (quite) a lot of the Pobs variation and, at the same time, a 

different thing as other predictors. 

PRECLAV calculates  the square of cross-validated linear correlation r2CV  using the 

Leave Half Out method. However, this usual method is applied after ordering of molecules in 

the calibration set using the observed values of the dependent property. Consequently, the 

function r2CV is viewed here as a measure of the homogeneity of the calibration set from the 

viewpoint of structure-activity relationship, not as a result of a quite drastic internal validation 

test. If r2CV > 0.4 the calibration set can be considered 'homogeneous enough'. 

The outlier index O of a certain molecule is the usual ratio |Pobs – Pcalc| / SEE, where 

Pobs and Pcalc are the observed and calculated values of the dependent property and SEE is the 

standard error of estimation. If the quality of the prediction for the calibration set is high the 

value of the difference  |Pobs – Pcalc| is small and the value of SEE is also small. Thus, the 

value of ratio O can be great or small, regardless of the quality of prediction. Here, other 

measures of non-homogeneity (diversity) of molecules in calibration set, from the viewpoint 
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of structure-activity relationship, are the four sums of outlier indices ΣOi (O > 1.5, O > 2.0, O 

> 2.5 and O > 3.0). 

The quality of the prediction for calibration set molecules is measured by r2
cal, Q and 

F. The quality of prediction for molecules in validation set is measured by r2
val. Finally, the 

diversities, the similarities, various combinations of diversities / similarities (sums, products 

and ratios), r2cal, F, Q and r2CV (as a group including over 100  descriptors) and r2
val (as 

dependent property) are used to obtain the equation of r2val. In this last statistical computation 

the selection of descriptors and equations is made by the same PRECLAV formulas and 

forward stepwise procedure, identification of 'outlier databases' included. 

 

3. Results and discussions 

The calculated values Dcal of diversity in the calibration sets, Dval of diversity in the 

validation sets and the similarities SIME and SIMP of calibration set/validation set, from the 

point of view of six criteria, for all twenty QSPR studies, are presented in Table A in 

Supplementary Data appendix [58]. 

The highest correlation between diversity and similarity SIME is for Dval 

(hydrophilicity, r2 = 0.3295). The highest correlation between diversity and similarity SIMP is 

for Dcal (size, r2 = 0.1544). Consequently, there is a low correlation between diversity 

descriptors and similarity descriptors. 

Correlation between SIME and SIMP is low: r2 = 0.7044 (dependent property), r2 = 

0.2248 (size), r2 = 0.2642 (hydrophilicity), r2 = 0.2545 (flexibility). Hence, the formulas (4) 

and (5) describe in different manner the similarity of calibration and validation sets. 

Correlation of similarity of calibration and validation sets, from the point of view of 

molecular features, with similarity SIME of dependent property is low: r2 = 0.5783 (size), r2 = 

0.2518 (hydrophilicity), r2 = 0.4129 (flexibility), r2 = 0.4185 (chemical structure), r2 = 0.1746 

(shape). Therefore, the QSPR axiom seems to be fulfilled to a small extent. 

If the diversity and similarity, from the point of view of the criterion K, are smaller 

than an empirically established value, the QSPR calculation in presence of 

prediction/validation set should be, as a rule, avoided, because of the inability of the 

calculated QSPR to make a reliable prediction for the prediction/validation set, regardless of 

good prediction for calibration set. However, this 'avoidance' should be applied only if, from 

the point of view of criterion K, the observance of QSPR axiom is well marked. 
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Correlation of the similarity of the calibration and validation sets, from the point of 

view of chemical structure, with similarity from the point of view of hydrophilicity (r2 = 

0.1455) and flexibility (r2 = 0.2060) is low. Consequently, as expected, the type and 

percentages of molecular fragments are not enough to describe the molecular hydrophilicity 

and flexibility. 

Supplementary Data includes the results of QSPR studies, i.e. the formulas of  

multilinear QSPRs I – XX and Tables I – XX of observed/computed values of dependent 

properties, rounded off to two decimals. In seven from twenty QSPRs the number of 

predictors is smaller than the maximum allowed value log2 (N). 

Table 3 presents the correlations in each QSPR study. 

 

                                     Table 3        The correlations in QSPR studies 

Study r2
cal F Q r2

CV r2
val 

I 0.8022 33.8 0.7162 0.5611 0.3191 
II 0.7478 36.1 0.6910 0.5265 0.5322 
III 0.9018 62.8 0.7867 0.6492 0.5437 
IV 0.8569 41.9 0.7498 0.4407 0.0256 
V 0.8827 51.2 0.7696 0.3647 0.1413 
VI 0.8644 51.0 0.7683 0.1182 0.1127 
VII 0.9591 281.3 0.8853 0.4607 0.9411 
VIII 0.9269 133.2 0.8463 0.5330 0.4085 
IX 0.9319 79.4 0.7949 0.5543 0.2410 
X 0.8572 28.8 0.7094 0.2666 0.2462 
XI 0.9396 140.1 0.8457 0.4865 0.3917 
XII 0.9227 121.8 0.8403 0.6033 0.0050 
XIII 0.8939 52.2 0.7697 0.2693 0.5131 
XIV 0.8969 56.6 0.7773 0.5813 0.3288 
XV 0.9037 97.0 0.8240 0.3804 0.9327 
XVI 0.9479 118.3 0.8215 0.6141 0.3512 
XVII 0.8256 28.4 0.7076 0.5281 0.3983 
XVIII  0.8218 23.1 0.6848 0.2208 0.0029 
XIX 0.9166 73.3 0.7971 0.4851 0.6112 
XX 0.8605 40.7 0.7472 0.1969 0.1963 

 

According to the values of r2
cal, F and Q in Table 3, the prediction for calibration set 

molecules is good enough. The initial set of descriptors, as basis for selection of predictors 

and QSPRs, seems to be suitable. 

The correlation of r2val with r2cal is positive, but very low (r = 0.2647). The correlation 

of r2
val with F (r = 0.5198) and Q (r = 0.4162) is also low. There is no strong cause-effect 

relation between the quality of prediction for calibration set molecules and the quality of 
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prediction for validation set molecules. Actually, the value of r2cal is within narrow range 

{0.7478, 0.9591} and the value of r2
val is within wide range {0.0029, 0.9411}. 

The descriptor having greatest positive correlation (r = 0.5325) with r2val is the 

similarity of calibration/validation sets from the point of view of the dependent property, 

calculated using formula (4). The descriptor having the greatest negative correlation (r = - 

0.2377) with r2val is the diversity of molecules in validation set regarding the chemical 

structure. 

Above comments regarding correlations with r2
val are not very significant because 'the 

best' equation for description of r2
val can include predictors having a low enough correlation 

with r2
val because of their low intercorrelation. Moreover, the group of twenty pairs of 

calibration set/validation set in Table 2 can include, as a rule, some outlier pairs. 

Using all twenty pairs calibration set/validation set we have not identified any outlier 

pair and we obtained the equation (10). This statistical study seems to be a  model of practical 

QSPR studies, because the similarity of the calibration and prediction sets is not very high. 

 2
val 1 2 31.0637 0.0834 0.2791 2.2581r D D D= − + ⋅ − ⋅ + ⋅  (10) 

where 

D1 is the sum of outlier indices (O > 2.5) (U = 1000) 
D2 is minimum complexity (Shannon Entropy of masses of molecular fragments) of the 
     molecules in calibration set (U = 904) 
D3 is product Q • S, where Q is the quality (by r2) of prediction for calibration set and S is 
     similarity of estimated values of dependent property for calibration and validation sets 
    (U = 871) 
 

There is a good match between the values of r2
val in Table 3 and the values calculated 

by formula (10): r2 = 0.8091; F = 24.0; Q = 0.6877. We point out the direct dependency of 

r2
val on the diversity of calibration set molecules, on the quality of the prediction for the 

calibration set molecules and on the similarity of estimated values of the dependent property 

for the calibration and validation sets. A high complexity of chemical structures in the 

calibration set decreases the value of r2
val.   

As a rule, the best QSPR/QSAR according to formula (7) and the best QSPR/QSAR 

according to formula (10) are different, because of frequently low similarity of the calibration 

and validation/prediction sets. Accordingly, the formula (7) can be used as a criterion for the 

identification of "the best" QSPR/QSAR in absence of the validation/prediction set and the 

formula (10) can be used as a criterion for identification of "the best" QSPR/QSAR in 

presence of validation/prediction set. This is a new viewpoint regarding the prediction method 
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in presence of validation/prediction set. In present, the published QSPR/QSAR studies use, in 

prediction for calibration and validation/prediction sets, the same formula.  

See the scatter-plot of equation (10) in Figure 2. 

 
Figure 2 Scatter-plot of equation (10) 

 

Using only the pairs calibration set/validation set I, III, V, VII etc., presumed to be 

'similar enough', we have not identified any outlier pair and we obtained the equation (11). 

This statistical study seems to be a model of academic QSPR studies, because the similarity 

of calibration and prediction sets is high, as in the validation tests. 

 2
val 1 2 32.8255 5.9615 3.0653 0.8052r D D D= − ⋅ + ⋅ + ⋅  (11) 

where 

D1 is the ratio Dcal/Dval of the diversities of the molecules in calibration/validation sets from     
     the point of view of shape   (U = 1000) 
D2 is the diversity of molecules in calibration set from the point of view of hydrophilicity 
     (U = 911) 
D3 is sum Q + S, where Q is the quality of prediction for the calibration set, by formula (7),   
     and S is similarity of estimated values of the dependent property for the calibration and   
     validation sets  (U = 612) 
 

The match between the values of r2
val in Table 3 and the values calculated by formula 

(11) is very good, at least from the view point of r2 and F: r2 = 0.9682; F = 71.1; Q = 0.6777. 

The predictor D3 has the smallest 'relative utility' in description of r2val. 

Using only the pairs II, IV, VI, VIII etc., presumed to be 'non-similar', we have not 

identified any outlier pair and obtained the equation (12). Maybe, this statistical study is a 
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model of QSPR calculation for outside AD molecules, because of the low similarity of the 

calibration and prediction sets. 

 2
val 1 21.2720 0.3356 2.9379r D D= − − ⋅ + ⋅  (12) 

where 

D1 is maximum complexity (Shannon Entropy of topologic distances) of molecules in 
     validation set (U = 1000) 
D2 is the similarity of molecules in the calibration/validation sets from the point of view of 
     hydrophilicity (U = 931) 
 

The match between the values of r2
val in Table 3 and the values calculated by formula 

(12) is good: r2 = 0.8948; F = 34.0; Q = 0.7158. 

Table 4 includes the values of r2
val in Table 3 and the values of r2

val calculated by 

equations (10), (11) and (12). One observes very low quality of prediction of equation (11) for 

pairs II, IV, VI, VIII etc., and a very low quality of prediction of equation (12) for pairs I, III, 

V, VII etc. The equation which describes well enough the 'similar' pairs calibration/validation 

set cannot offer a good description for 'non-similar' pairs and vice versa. 

 

Table 4                   The values of r2
val 

Pair r 2
val  Calc  

 in Table 3 Eq. (10) Eq. (11) Eq. (12) 
I 0.3191 0.240 0.344 0.501 
II 0.5322 0.491 0.583 0.489 
III 0.5437 0.455 0.480 0.117 
IV 0.0256 0.234 0.455 0.091 
V 0.1413 0.316 0.180 0.438 
VI 0.1127 0.155 0.186 0.142 
VII 0.9411 1.080 1.019 0.497 
VIII 0.4085 0.479 1.816 0.494 
IX 0.2410 0.297 0.297 0.048 
X 0.2462 0.114 0.491 0.193 
XI 0.3917 0.286 0.354 0.365 
XII 0.0050 0.074 0.951 - 0.017 
XIII 0.5131 0.443 0.478 0.584 
XIV 0.3288 0.494 - 0.093 0.348 
XV 0.9327 0.709 0.887 0.368 
XVI 0.3512 0.271 0.433 0.253 
XVII 0.3983 0.308 0.403 - 0.004 
XVIII  0.0029 0.034 0.302 0.058 
XIX 0.6112 0.529 0.591 0.330 
XX 0.1963 0.234 0.437 0.160 
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The algebraic sign of predictors in equations (10), (11) and (12) highlights the 

influence (direct or inverse) of the complexity, diversity, similarity and predictive power for 

calibration set on the quality r2
val of prediction for validation set, see Table 5. 

 

Table 5                   Influence of the complexity, diversity, similarity and predictive power 

Influence of  Similarity of 
calibration and 
validation sets 
(by dependent 

property) 

 

 low (eq. 12) medium (eq. 10) high (eq. 11) 
complexity of molecules in 

calibration set 
not selected as 

predictor 
inverse not selected as 

predictor 
complexity of molecules 

in validation set 
inverse not selected as 

predictor 
not selected as 

predictor 
diversity of molecules in 

calibration set 
not selected as 

predictor 
direct not selected as 

predictor 
diversity of molecules in 

validation set 
not selected as 

predictor 
not selected as 

predictor 
direct 

similarity of the calibration and 
validation sets (by molecular 

features) 

direct direct direct 

quality of the prediction for the 
calibration set 

not selected as 
predictor 

direct direct 

 

The calculation of diversity and similarity, from the point of view of molecular 

features, can use molecules having unknown value of the dependent property. In addition, 

unlike the calculation of the Applicability Domain, the calculation of diversity and similarity 

is made before QSPR calculation. The calculation of diversity and similarity requires less 

time than the computation of QSPR(s). 

 

4. Conclusions 

The influence of the size of the database and of the validation set on the quality of 

prediction for the validation set is low (i.e. the number and percentage of molecules are not 

selected as predictors for r2
val). 

A high complexity of structures in calibration/validation set decreases the quality of 

prediction for validation set. 

A high similarity of calibration and validation sets (as a whole) increases the quality of 

prediction for validation set. 

-527-



  

In selection of the validation set the diversity of molecules in calibration/validation set 

should be directly proportional with the similarity of the calibration and validation sets. 

If the similarity of the calibration and validation sets is high, a high quality of 

prediction for the calibration set (cause) increases the quality of prediction for the validation 

set (effect) and the validation test is useful because of this cause-effect relation. 

If the similarity of the calibration and validation sets is low, the influence of the 

prediction's quality for calibration set on the prediction's quality for validation set is low and 

the validation test is useless. 

The newly proposed formula can be used as criterion for identification of "the best" 

QSPR/QSAR in presence of the validation/prediction set. 
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