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Abstract

Prediction of protein structural class for low-similarity sequences remains a com-
plicated and challenging task in the current bioinformatics. Features extracted based
solely on the position-specific scoring matrix (PSSM) have played a significant role
in improving the prediction accuracy. In this study, we propose a novel model called
MBMGAC-PSSM by fusing PSSM and three autocorrelation descriptors: normal-
ized Moreau-Broto autocorrelation, Moran autocorrelation and Geary autocorrela-
tion. Then a 560-dimensional feature vector is constructed. Finally, 175 features are
selected using principal component analysis (PCA) on the 1189 dataset. Rigorous
jackknife cross-validation tests are performed on three widely used low-similarity
benchmark datasets: 1189, 25PDB and 640. Our proposed model achieves the
competitive performance on prediction accuracies and also outperforms the other
existing PSSM-based methods. The fact shows that our approach can be used as a
potential candidate for the accurate prediction of protein structural class.

1 Introduction

Knowledge of protein structural class can provide useful information to understand pro-

tein folding patterns[1], and play a central role in improving the prediction quality of

protein secondary structure contents, protein tertiary structure, and protein function[2–

6]. According to the concept of protein structural class originally introduced by Levitt

and Chothia[7], proteins can be categorized into four major structural classes: all-α, all-β,
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α/β, and α + β. The all-α and all-β proteins are mainly formed by helices and strands,

respectively. The α/β protein mixes both helices and mostly parallel strands, and the

α + β protein mixes both helices and mostly antiparallel strands.

During the last two decades, various important efforts that have been made to develop

a powerful computational system to tackle this problem. Prediction of protein structural

class is a typical and traditional pattern recognition problem, which is generally per-

formed in three main steps: feature extraction, feature selection and model selection for

classification. Among the three steps, feature extraction is the most critical and chal-

lenging step for the successful improvement of protein structural class prediction. Models

widely used include amino acid composition (AAC)[8–11], pseudo-amino acid composition

(PseAAC)[12–14], polypeptide composition[15, 16], functional domain composition [17],

PSI-BLAST profile[18, 19] and predicted protein secondary structure[20, 21]. In order to

decease computation complexity and pick out the actual informative features, a feature

selection step is necessary. Widely used feature selection algorithms by researchers in-

clude principal component analysis (PCA)[22], SVM-RFE[23], wrapper and filter[24] and

so on. Finally, many advanced classification algorithms have been used to implement the

protein structural class prediction, such as neural network[25], support vector machine

(SVM)[26, 27], fuzzy clustering[28], Bayesian classification[29] and rough sets[30].

Recently, the protein structural class prediction problem especially for low homolo-

gous protein sequences, has attracted more attention and its prediction accuracy has been

increasingly improved. AADP-PSSM[18] method extends the traditional dipeptide com-

position to PSSM. AAC-PSSM-AC[19] combines auto covariance and PSSM to extract the

evolutionary information. AATP model[31] fuses AAC and transition probability compo-

sition from PSSM. In PSSS-PSSM[32], the predicted secondary structure information is

employed to perform the prediction with evolutionary information. In MEDP[33], evolu-

tionary difference formula is proposed based on PSSM. The feature extraction methods

relying on the the position-specific scoring matrix (PSSM) have played an important role

to address this hot issue. However, the information hidden in the PSSM has not been

adequately explored, feature extraction remains limited and needs further be improved.

In this study, three widely used autocorrelation descriptors are selected: normalized

Moreau-Broto autocorrelation descriptors, Moran autocorrelation descriptors and Geary

autocorrelation descriptors[34, 35]. They are all defined based on the scores distribution
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of the evolutionary information represented in the form of position-specific scoring matrix

along the amino acid sequence. We propose a new comprehensive model called MBMGAC-

PSSM by integrating PSSM and three autocorrelation descriptors, which contains not

only the evolutionary information, but also the sequence-order information. Meanwhile,

a 560-dimensional feature vector is constructed. In order to reduce the influence of noise,

we use the principle component analysis (PCA) for feature selection. The 175 dominant

features are selected for SVM classifier, which retain most of the information in the sense

of maximum variance of the features and minimum reconstruction error. To evaluate our

model, jackknife cross-validation test is employed on three widely benchmark datasets, the

experimental results show that our model achieves the competitive performance compared

with the other evolutionary information-based methods, particularly for low-similarity

amino acid sequences.

As demonstrated by a series of recent publications[36–48] in response to the call[51],

to establish a really useful sequence-based statistical predictor for a biological system,

we need to follow the five guidelines: (a) construct or select a valid benchmark dataset

to train and test the predictor; (b) formulate the biological sequence samples with an

effective mathematical expression that can truly reflect their intrinsic correlation with the

target to be predicted; (c) develop a powerful algorithm to operate the prediction; (d)

properly perform cross-validation tests to objectively evaluate the anticipated accuracy of

the predictor; (e) establish a user-friendly web-server for the predictor that is accessible

to the public. Below, we are to describe how to deal with these steps one-by-one.

2 Materials and methods

2.1 Datasets

In order to facilitate the comparison with the previous works, three popular benchmark

datasets are used to evaluate the performance of our method: the 1189 dataset[29], the

25PDB dataset[49] and the 640 dataset[50], with sequence similarity lower than 40% ,

25% and 25%, respectively. The 1189 dataset contains 1092 protein domains, consisting

of 223 all-α class proteins, 294 all-β class proteins, 334 α/β class proteins and 241 α+ β

class proteins. The 25PDB dataset includes 1673 protein domains, of which 443 is all-α

class proteins, 443 is all-β class proteins, 346 is α/β class proteins and 441 is α+ β class

proteins. Referring to the 640 dataset, which contains 640 protein domains, consisting of
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138 all-α class proteins, 154 all-β class proteins, 177 α/β class proteins and 171 α + β

class proteins.

2.2 Feature extraction

To develop a powerful predictor for the protein structural class, the key is how to effectively

define a feature vector to formulate the statistical samples concerned. According to Eq.(6)

of Chou(2011) [51], the feature vector for any protein, peptide or biological sequence is just

the general form of pseudo-amino acid composition or PseAAC[52] that can be formulated

as

P = (ψ1, ψ2, · · · , ψµ, · · · , ψΩ)T (2.1)

where T is the transpose operator, while the subscript Ω is an integer and its value as

well as the components ψ1, ψ2, · · · will depend on how to extract the desired information

from the amino acid sequence of P . In this study, we use the various features extracted

from the evolutionary information-based methods, and Ω=560.

2.2.1 Position–specific scoring matrix

To represent a protein sample P with L amino acid residues by its evolution information,

position-specific scoring matrix (PSSM) is introduced as its descriptor, which is generated

by using the PSI-BLAST program[53] to search the NCBI’s NR database(ftp://ftp.ncbi.ni

h.gov/blast/db/nr) through three iterations and a cutoff E-value 0.001 for multiple se-

quence alignment against the protein sequence P . The PSSM is a matrix of size L× 20,

where L is the length of the query amino acid sequence and 20 represent the 20 native

amino acid types. The sample of a protein P can be represented by the following equation:

PPSSM =



P1,1 P1,2 · · · P1,20

...
...

...
...

Pi,1 Pi,2 · · · Pi,20

...
...

...
...

PL,1 PL,2 · · · PL,20


(2.2)

where Pi,j represents the score of the amino acid residue in the ith position of the protein

sequence being changed to amino acid type j in the biology evolution process. In this

work, the PSSM elements are mapped to the range of [0,1] using a standard sigmoid
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function:

f(x) = 1/(1 + e−x). (2.3)

where x is the original PSSM value.

2.2.2 Three different autocorrelation descriptors based on PSSM

With the help of the knowledge of stochastic process, a protein sequence can be viewed as

a time sequence of the corresponding physicochemical properties. In this study, only the

evolutionary information represented in the form of PSSM is adopted as the considered

properties. Here, each column is taken as one property , so the PSSM contains 20 different

properties, which can be considered as the time sequences of all properties.

To transform the PSSM of different lengths into equal length vector, one approach[19]

is to represent a protein sample P by

P PSSM = (P 1, P 2, · · · , P 20)T (2.4)

where

P j =
1

L

L∑
i=1

Pi,j (j = 1, 2, · · · , 20) (2.5)

where P j represents the average score of the amino acid residues in the protein P being

mutated to amino acid type j during the evolution process. However, if P PSSM (denoted

by Ave-PSSM in this study) is only used to represent the protein P , all the sequence-order

information during the evolution process would be lost. Hence, three different autocorre-

lation descriptors based on PSSM are adopted, which include normalized Moreau-Broto

autocorrelation[54], Moran autocorrelation[55] and Geary autocorrelation[56].

Autocorrelation descriptor is a powerful statistical tool and defined based on the dis-

tribution of amino acid properties along the sequence, which measures the correlation

between two residues separated by a distance of d in terms of their evolution scores, and

they are defined as:

a) Normalized Moreau-Broto autocorrelation descriptors

Nd
j =

1

L− d

L−d∑
i=1

Pi,j × Pi+d,j, (j = 1, 2, · · · , 20; d < L, d 6= 0) (2.6)

where Nd
j is the Moreau-Broto correlation factor of amino acid type j, d is the lag of the

autocorrelation along the protein sequence, Pi,j and Pi+d,j represents the score values in

-769-



the ith and i + dth position of the protein sequence being mutated to amino acid type

j during the evolution process. The parameter d must be smaller than the length of the

shortest sequence in the datasets. In this paper, the length of the shortest sequence for

our datasets is 10 (1189 dataset), hence the value of d varies from 1 to 9. Then, a MBAC-

PSSM feature vector is defined by combined normalized Moreau-Broto autocorrelation

features with P PSSM (denoted by MBAC-PSSM), and would be expressed as follows:

P d
MBACP = (Nd

1 , N
d
2 , · · · , Nd

20)T , (d = 1, 2, · · · , 9) (2.7)

PMBACP = (P PSSM , P
1
MBACP , P

2
MBACP , · · · , P 9

MBACP )T (2.8)

and the dimension of PMBACP is 200.

b) Moran autocorrelation descriptors

Md
j =

1
L−d

∑L−d
i=1 (Pi,j − Pj)(Pi+d,j − Pj)

1
L

∑L
i=1(Pi,j − Pj)2

, (j = 1, 2, · · · , 20; d < L, d 6= 0) (2.9)

where Md
j is the Moran correlation factor of amino acid type j, d, Pi,j and Pi+d,j are the

same as the above. P j represents the average score of the amino acid residues in the

protein P being mutated to amino acid type j during the evolution process. Similarity, a

MAC-PSSM feature vector is defined by

P d
MACP = (Md

1 ,M
d
2 , · · · ,Md

20)T , (d = 1, 2, · · · , 9) (2.10)

PMACP = (P PSSM , P
1
MACP , P

2
MACP , · · · , P 9

MACP )T (2.11)

and the dimension of PMACP is 200.

c) Geary autocorrelation descriptors

Gd
j =

1
2(L−d)

∑L−d
i=1 (Pi,j − Pi+d,j)2

1
L−1

∑L
i=1(Pi,j − Pj)2

, (j = 1, 2, · · · , 20; d < L, d 6= 0) (2.12)

where Gd
j is the Geary correlation factor by coupling the dth-most contiguous PSSM scores

along the protein chain for the amino acid type j, P j, Pi,j and Pi+d,j are the same as the

above. Then, a GAC-PSSM feature vector is defined by

P d
GACP = (Gd

1, G
d
2, · · · , Gd

20)T , (d = 1, 2, · · · , 9) (2.13)

PGACP = (P PSSM , P
1
GACP , P

2
GACP , · · · , P 9

GACP )T (2.14)

and the dimension of PGACP is 200.
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To cover more information, we propose a comprehensive model called MBMGAC-

PSSM by fusing the 20 average score features selected from PSSM, the 180 normalized

Moreau-Broto autocorrelation features, the 180 Moran autocorrelation features and the

180 Geary autocorrelation features. Finally, each protein sequence is characterized by a

560-dimensional feature vector:

P = (ψ1, ψ2, · · · , ψµ, · · · , ψ560)T (2.15)

2.3 Feature selection

The dimension of our constructed feature vector is 560, which is a large input for SVM.

The large dimension will lead three problems: over-fitting, information redundancy or

noise and dimension disaster. Hence, feature selection plays a key role in classification

task. Principal component analysis (PCA)[22, 31] is one effective dimensionality reduction

methods. The goal of PCA is to select some dominant features which can retain most of

the information in terms of an orthogonal transformation.

Let X = (x1, x2, · · · , xt, · · · , xN) be a set of N input samples, each sample is a m-

dimensional feature vector xt = (xt1, xt2, · · · , xtm)T . PCA first solves an eigenvalue prob-

lem, assume that S is the sample covariance matrix of X:

S =
1

N

N∑
t=1

(xt − µ)(xt − µ)T (2.16)

where µ is the sample mean, so that:

λiui = Sui (i = 1, 2, · · · ,m) (2.17)

where λ1, λ2 · · · , λm is the corresponding eigenvalue of the eigenvector u1, u2 · · · , um of S.

Let λi be sorted in descending order, so λi is the ith largest eigenvalue. PCA adopts the

corresponding eigenvectors of the first n eigenvalues to project the original samples into

a n-dimensional orthogonal space using the linear transformation as follows:

Y = UTX (2.18)

where UT is a n × m(n < m) matrix, which consists of the eigenvectors of the first n

eigenvalues. Each feature vector of the samples Y in the new orthogonal space is viewed

as a principal component.

In this work, our method is designed based on the 1189 dataset, then PCA is employed

for the 1092 samples, each of which has 560 features, then the 175 features are obtained

in the orthogonal space to perform the protein structural classes prediction.
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2.4 Support vector machine

Support vector machine (SVM)[57] is a class of supervised machine learning algorithms

based on statistical learning theory. SVM mainly is used to deal with statistical classifi-

cation and regression analysis. Owing to the ability of condensing information contained

in the training set, SVM often achieves outstanding classification performance, and it has

been broadly applied in prediction of protein structural classes[31, 32, 58]. The basic

idea of SVM is to find the separating hyperplane based on the support vector theory to

minimize classification errors. It transforms the input data of samples to a higher dimen-

sional space using the kernel function to find support vectors. Generally, four kinds of

kernel functions, i.e. linear function, polynomial function, sigmoid function and radial

basis function (RBF), can be available to perform prediction. In this study, we choose

the RBF as SVM’s kernel, which is defined as K(x, x
′
)=exp(−γ‖x − x

′‖2). The kernel

parameter γ in addition to the regularization parameter C are optimized based on the

training set (1189 dataset) by fifteen-fold cross validation using a grid search strategy in

the LIBSVM package[59, 60].

A grid search strategy is a systematic testing of an entire range of values for a set of

n parameters. These parameter values are determined by dividing the range of interest

of each parameter into equal segments. Thus an initial range of values must be specified

as well as the number of values to be examined for each parameter. The grid search

strategy then procedes by examining all possible combinations of these parameter values

and stores that combination which comes closest to meeting the design criterion. Here,

we determine the values of C and γ by aiming to achieve the highest overall prediction

accuracy as possible. For this purpose, a simple grid search strategy is adopted, where

C is allowed to take a value only between 2−5 to 215 and γ only between 2−15 to 25. By

the above grid search, various pairs of (C; γ) values are tried and the one with the best

cross-validation accuracy is selected.

2.5 Performance evaluation

In statistical prediction, cross-validation methods can be categorized into three types:

independent dataset test, sub-sampling test and jackknife test. Among these three meth-

ods, the jackknife test is deemed the most rigorous and objective due to its ability of

yielding a unique result for a given dataset. It has thus been increasingly and widely
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used by investigators to examine the performance of various predictors[18, 19, 31–33].

Accordingly, we adopt jackknife test in this paper. During the process of the jackknife

test, one protein sequence is singled out from the training set and the SVM classification

model is trained by the remaining protein sequences. Then, the classification model is

used to predict the singled out sequence. This process is repeated until every sequence in

the training set has been singled out once. In this sense, the jackknife test is also known

as the leave-one-out test.

To evaluate the performance of our method comprehensively, we report seven stan-

dard performance measures, including Sensitivity (Sens), Specificity (Spec), F -measure,

Matthew’s correlation coefficient (MCC), Area Under ROC Curve (AUC), Overall accu-

racy (OA) and Average accuracy(AA). F -value measures the performance of a test which

is the harmonic mean of recall and precision. MCC represents the correlation coefficients

between the observed and the predicted class. It’s values ranges from +1 (indicating best

prediction model) to -1 (indicating worst prediction model). The ROC analysis usually

applies to binary classification problems. One of the classes is selected as a “positive” one.

The ROC chart plots the true positive rate as a function of the false positive rate. It is

parameterized by the probability threshold values. The true positive rate represents the

fraction of positive cases that were correctly classified by the model. The false positive

rate represents the fraction of negative cases that were incorrectly classified as positive.

Each point on the ROC plot represents a (true positive rate/false positive rate) pair corre-

sponding to a particular probability threshold. AUC is the area calculated under receiver

operating characteristic (ROC) curve plotted by FP rate vs TP rate. It’s values ranges

from 0 to 1. These measures are defined by the following formulas:

Recall or Sens =
TP

TP + FN
(2.19)

Spec =
TN

FP + TN
(2.20)

Precision =
TP

TP + FP
(2.21)

F = 2× Precision×Recall
Precision+Recall

(2.22)

MCC =
TP × TN − FP × FN√

(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(2.23)

AUC =
1

2
(

TP

TP + FN
+

TN

TN + FP
) (2.24)
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OA =
TP + TN

TP + FN + FP + TN
(2.25)

AA =
∑ Sens

n
(2.26)

where TP represents the number of true positives, FP represents the number of false

positives, TN represents the number of true negatives and FN represents the number of

false negatives, n represents the number of classes. To provide an intuitive picture, the

general architecture of our proposed feature extraction method is shown in Figure 1.
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Figure 1. The general architecture of the proposed method.

3 Results and discussion

To predict protein structural class, a 560-dimensional feature vector is obtained. After

the process of PCA, the dimension is reduced to 175 to avoid information redundancy,

and then the 175 features are input into SVM. The RBF kernel function, the grid-search

approach and fifteen-fold cross-validation for 1189 dataset are used to find the best pa-

rameters of C and γ for SVM. Finally, the optimal value of C and γ are computed to be

2 and 0.0019531.
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3.1 Prediction performance of our model

The overall protein structural class prediction accuracy as well as the prediction accuracy

for each structural class have achieved by using the combination of our features from

the three submodels, which include MBAC-PSSM, MAC-PSSM and GAC-PSSM. The

proposed prediction model(MBMGAC-PSSM) is examined with 1189, 25PDB and 640

datasets by jackknife tests and we report the Sens, Spec, F -measure, MCC and AUC for

each structural class, the OA, as well as the AA. As shown in Table 1, relying solely on

PSSM for feature extraction, we achieve up to 76.3%, 77.2% and 79.1% overall accuracies

for 1189, 25PDB and 640 benchmarks, respectively, and average accuracies (AA) are also

above 75.0% for three datasets. After comparing the four structural classes to each other,

the values of Sens, Spec, F -measure, MCC and AUC in the all-α class, all-β class and

α/β class are obviously separately superior to those of α+ β class. However, referring to

the α+ β class, the prediction accuracy is relatively low compared with the other classes

(only 50.6%, 61.7% and 63.2% for 1189, 25PDB and 640 datasets, respectively). The fact

indicates that recognizing α + β class from the others is a challenging task due to its

non-negligible overlap with the other classes. To improve its prediction accuracy, there

are still many difficulties to overcome in the future study.

Table 1. The prediction quality of our model on the 1189, 25PDB and 640 datasets
Dataset Structural class Sens(%) Spec(%) F -measure MCC AUC

1189 All-α 79.8 94.0 0.79 0.73 0.87
All-β 85.0 93.4 0.84 0.78 0.89
α/β 84.7 89.4 0.81 0.73 0.87
α + β 50.6 91.3 0.56 0.45 0.71
OA 76.3
AA 75.0

25PDB All-α 86.7 93.7 0.85 0.79 0.90
All-β 81.5 93.5 0.82 0.75 0.87
α/β 79.5 93.4 0.78 0.72 0.86
α + β 61.7 89.0 0.64 0.52 0.75
OA 77.2
AA 77.4

640 All-α 86.2 97.8 0.89 0.86 0.92
All-β 83.1 94.0 0.82 0.77 0.89
α/β 85.3 91.6 0.82 0.75 0.88
α + β 63.2 88.3 0.65 0.52 0.76
OA 79.1
AA 79.5
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3.2 Prediction performance of our submodels

To explore the impact of our submodels on the protein structural class prediction accuracy,

one by one, we add the other features groups to the Ave-PSSM features. From Table 2, we

note that the prediction accuracy using 20 Ave-PSSM features only reaches 68.0%, 65.8%

and 64.6% for 1189, 25PDB and 640 datasets, respectively. By adding MBAC, MAC and

GAC features to 20 Ave-PSSM features, respectively, we achieve an improvement more

than 6.0% for 1189 dataset, more than 8.0% for 25PDB dataset and more than 9.5% for 640

dataset. Three autocorrelation descriptors defined on PSSM do reflect intrinsic correlation

and make their positive contributions and improvement to the overall predictions. Then,

we combine MAC features with MBAC-PSSM features and build up a new submodel called

MBAC-MAC-PSSM. By doing series of experiments, we achieve up to 76.2%, 76.7% and

77.0% prediction accuracy respectively for 1189, 25PDB and 640 datasets, which is 0.8%,

1.8% and 2.8% higher than that given only by MBAC-PSSM, and 0.1%, 0.5% and 2.1%

lower than that obtained by MBMGAC-PSSM. As we can see, each submodel has played

a positive role in improving the protein structural class prediction accuracy.

Table 2. Performance comparison of our submodels on three datasets.
Dataset Features Prediction accuracy(%)

All-α All-β α/β α+ β OA(%)
1189 Ave-PSSM 72.7 78.2 80.8 33.6 68.0

MBAC-PSSM 78.0 86.4 85.0 46.1 75.4
MAC-PSSM 81.6 86.7 81.1 41.5 74.0
GAC-PSSM 80.3 85.7 82.6 41.9 74.0
MBAC-MAC-PSSM 81.6 87.1 81.4 50.6 76.2
MBMGAC-PSSM 79.8 85.0 84.7 50.6 76.3

25PDB Ave-PSSM 78.6 69.8 67.3 47.9 65.8
MBAC-PSSM 84.7 81.0 75.1 58.7 74.9
MAC-PSSM 88.7 80.1 76.0 57.1 75.5
GAC-PSSM 85.8 80.1 75.7 55.1 74.1
MBAC-MAC-PSSM 87.6 82.2 75.1 61.7 76.7
MBMGAC-PSSM 86.7 81.5 79.5 61.7 77.2

640 Ave-PSSM 65.2 63.6 79.7 48.5 64.4
MBAC-PSSM 78.3 79.2 87.0 53.2 74.2
MAC-PSSM 84.8 83.8 83.0 58.5 77.0
GAC-PSSM 82.6 84.4 84.2 57.9 76.9
MBAC-MAC-PSSM 80.4 83.1 84.8 60.1 77.0
MBMGAC-PSSM 86.2 83.1 85.3 63.2 79.1

Furthermore, the receiver operating characteristic (ROC) curves on three submodels

are implemented to evaluate the prediction performance for the different submodels. Fig-

ure 2 shows the ROC curves for the 25PDB dataset by this method and the other three

-776-



models (including MBAC-PSSM, MAC-PSSM and GAC-PSSM). The area under curve

(AUC) of this method is 0.915, which is higher than those by MBAC-PSSM, MAC-PSSM

and GAC-PSSM individually (AUCs are 0.895, 0.904 and 0.897, respectively). Similar

results are obtained for the other two datasets (figures are not shown). This further

indicates that MBMGAC-PSSM is more effective for improving the prediction of pro-

tein structural. Meanwhile, we can see that the submodel MAC-PSSM can give more

information than the other submodels.
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Figure 2. ROC curves of different submodels on the 25PDB dataset.

3.3 Performance comparison with other methods

In this section, to demonstrate the superiority of our model, the proposed method is fur-

ther compared with the other recently reported prediction methods on the same datasets.

We select the accuracy of each class and overall accuracy as evaluation indexes that are

shown in Table 3. The compared methods include the famous methods SCPRED [61] and

MODAS[58], SCPRED mainly based on the information extracted from the predicted pro-

tein secondary structure sequence, MODAS combines evolutionary profiles and predicted

secondary structure. Generally speaking, the prediction accuracies of these methods that

contain predicted protein secondary structure information are higher than that only based

on evolutionary information. Hence, SCPRED and MODAS are listed in Table 3 only as

two reference methods. AAD-CGR[62] is proposed to analyze amino acids sequence by
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recurrence quantification analysis based on chaos game representation, whose prediction

accuracy is only 65.2% and 64.0% for 1189 and 25PDB datasets, respectively. SCEC[50]

incorporates evolutionary information encoded using PSI-BLAST profile-based colloca-

tion of AA pairs, whose prediction accuracy is 9.6% and 16.8% lower than that of our

model for 25PDB and 640 datasets, respectively. The compared methods also include

other competitive methods such as RPSSM[32], AADP-PSSM[18], AAC-PSSM-AC[19],

AATP[31] and MEDP[33] are recently reported protein structural classes prediction meth-

ods based on the evolutionary information represented in the form of PSSM. RPSSM is a

submodel from PSSS-PSSM[32]. As can be seen from Table 3, among five PSSM-based

Table 3. Performance comparison of different methods on three datasets.
Dataset Method Prediction accuracy(%)

All-α All-β α/β α+ β OA(%)
1189 SCPRED[61] 89.1 86.7 89.6 53.8 80.6

MODAS[58] 92.3 87.1 87.9 65.4 83.5
RPSSM[32] 67.7 75.2 74.6 17.4 60.2
AAD-CGR[62] 62.3 67.7 66.5 63.1 65.2
AADP-PSSM[18] 69.1 83.7 85.6 35.7 70.7
AATP[31] 72.7 85.4 82.9 42.7 72.6
MEDP[33] 85.2 84.0 84.3 45.2 75.8
AAC-PSSM-AC[19] 80.7 86.4 81.4 45.2 74.6
This paper 79.8 85.0 84.7 50.6 76.3

25PDB SCPRED[61] 92.6 80.1 74.0 71.0 79.7
MODAS[58] 92.3 83.7 81.2 68.3 81.4
SCEC[50] 75.8 75.2 82.6 31.8 67.6
RPSSM[32] 75.6 70.2 52.0 43.3 60.8
AAD-CGR[62] 64.3 65.0 65.0 61.7 64.0
AADP-PSSM[18] 83.3 78.1 76.3 54.4 72.9
AATP[31] 81.9 74.7 75.1 55.8 71.7
MEDP[33] 87.8 78.3 76.0 57.4 74.8
AAC-PSSM-AC[19] 85.3 81.7 73.7 55.3 74.1
This paper 86.7 81.5 79.5 61.7 77.2

640 SCPRED[61] 90.6 81.8 85.9 66.7 80.8
SCEC[50] 73.9 61.0 81.9 33.9 62.3
MEDP[33] 84.8 75.3 86.4 53.8 74.7
This paper 86.2 83.1 85.3 63.2 79.1

methods, our model achieves the highest overall prediction accuracy with improvement

of 0.5-16.1%, 2.4-16.4% and 4.4% for 1189, 25PDB and 640 datasets, respectively. The

overall accuracies are 0.5%, 2.4% and 4.4% higher than the previous best-performing re-

sults that are obtained by the MEDP model. For 1189 dataset, although all-α, all-β and

α/β classes accuracies are not the highest, our model still obtain the satisfactory results.

Refer to α+β class, our model achieves relatively high result, the accuracy reaches 50.6%
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with improvement of 5.4-33.2%. As for the 25PDB dataset, the prediction accuracy of

all-α class and all-β class is only 1.1% and 0.2% lower than the highest value from MEDP

and AAC-PSSM-AC, respectively. However, for α/β and α + β classes, we obtain the

best results, which is 3.2% and 4.3% higher than that given by AATP-PSSM and MEDP,

respectively. For 640 dataset, except α/β class, the prediction accuracies of other three

classes are higher than those obtained by MEDP. Obviously, our proposed model has a

great improvement for the prediction accuracy of α + β class, which indicates that our

proposed model reflects some critical information related to the α + β class due to the

usage of three autocorrelation descriptors.

4 Conclusions

In this study, the main contribution is to construct a 560-dimensional feature vector

by defining three autocorrelation descriptors: normalized Moreau-Broto autocorrelation,

Moran autocorrelation and Geary autocorrelation on PSSM, which measure the correla-

tion between two residues separated by a distance of d in terms of their evolution scores.

Then 175 features are selected using PCA. The SVM classifier and the jackknife test

are employed to predict and evaluate the model on three benchmark datasets: 1189,

25PDB and 640 datasets, with sequence similarity lower than 40% , 25% and 25%, re-

spectively. The experiment results show that our proposed method is very promising and

may provide a cost-effective alternative to predict protein structural class in particular

for low-similarity datasets. We shall make efforts in our future work to provide a public

accessible web-server for the method presented in this paper. The codes used to prepare

this paper are available from the author upon request.
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