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Abstract

Based on the frequency and the position distribution entropy of the existmgrds, we
construct a modified statistical method forwords. We call this method as an Existikg-
word method. The method consists of two parts. The first is to extract the ekistiogds in
proteins but not the all possibR0* k -words. The other is to design a feature vector
consisting of the frequencies and the position distribution entropies of the existigds.
Then, this proposed method is applied to two datasets, nine ND5 proteins (NADH
dehydrogenase subunit 5), and twenty-four transferrin protein sequences. The results illustrate
the utility of the proposed method.

1. Introduction

Biomolecular sequence analysis grows enormously in recent years in respond to the
explosive increase in the available data driven by the new development phase of sequencing
technology. However, the amount of protein sequences confirmed by experiments has far
exceeded the number of the proteins whose functions have been identified. The challenging
task of researchers is to discover the previously unknown evolutionary relationships between
sequences and to predict the functional and structural similarity of proteins. Generally
speaking, functional annotation of proteins is highly dependent on sequence similarity to other
known proteins. The majority of initial "first-pass" functional annotation on a genomic scale
is reasonable and transitive as experiments for all proteins are a great challenge. The

similarity analysis of sequences becomes an important methodology for the functional and
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structural similarity of proteins. This is also @twmation for this paper in exploring effective
and simple method for similarity analysis of sequeen

Considerable efforts have been made to revealdlaianships, most of which are based
on the sequence alignment of the earlier researttmeertheless, as the number of biology
sequences increases continuously, the computatimmaplexity seriously affects the results
of comparison by the alignment method, which groexponentially with the sequence
number in genomes and proteomes [1]. With the geatien assumption of homologous
segments, the alignment-based comparison becom&sandiing when it comes to genetic
recombination and, in particular, genetic shuffljgg

To overcome the drawback, a surge in the inteneshe alignment-free sequence analysis
has been aroused in the past 20 years. The 2D/3bhigal representation of coding
sequences provides the visual inspection for segueiewing, comparing and sorting [3]. A
variety of graphical representations of DNA seq@snare used to perform the similarity
comparison of DNA sequences [4-11]. Similarly, stigs also begin to consider the
graphical representation of protein sequences. @angpwith the graphical representation of
DNA sequences, the graphical representation ofepretis difficult in the computational
complexity. The number of possible alternative grssients for the 20 amino acids is the
biggest difficulty [12]. The early graphical repeagation of proteins was published in 2004,
by Rand¢ [13]. Since then, several 2D/3D protein repred@na have been brought forward,
such as [1,14-28]. And the dimension is not limited2D or 3D any longer, e.g. 20D
representations in [29,30]. In [22], Rafdit al has made a comprehensive review on the
graphical representation of protein sequences.

Another alternative method is the numerical chammation method of biological
sequences without going through graphical reprasient In [31-37] a biological sequence is
numerically converted into a vector or a matrix pased of the word frequency, the distance
frequency or other statistical variables. Thus,simailarity or dissimilarity distance score can
be achieved among their corresponding vectors Stanite measures such as the Euclidean
distance [38], the Pearson's correlation coefficig89], the Cosine distance [40], the
Manhattan distance [41], etc. In additidosword methods are also widely used in the DNA
sequence analyses in recent years [2,42,43] dieckrst report of thek -word method for the
sequence comparison in [38]. The most of schemsedbank -words consider the word
composition under the background of Markov modptspabilistic models or optimization
models [44]. Compared with the classical multipdeisence alignment methods, theword

frequency provides the fast arithmetic speed. it ba applied to the full gene sequence
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comparison. However, these methods have to facee difficulties of protein sequence
comparison. That is, for a fixeld, there can be* distinct k -words in a DNA sequence,
while 20 distinct k -words in a protein sequence. A Higwill be a challenging in the
computing time and space. On the other hand, tleessively lowk value will bring the
more or less loss of the amino acid adjacency inétion. Therefore, the length &f-words
can not be ignored when they are applied to theeppreequence analysis. In addition, some
of the k-word methods underestimate or even ignore the itapoe of thek -word location
information that is closely related to the protegtombination. Recently, researchers have
begun to add the word location information in thraegthods [43-46]. For example, in [43] the
first and the lask -word locations are considered in the proposed oaisth

In this paper, we construct a modified statistiasthod fork -words. We call this as an
Existing-k -word method. The Existing-word method considers only the existikgwords
in proteins but not the all possib8* k -words. Then, we propose a protein sequence feature
extraction method based on the Existikgwvord frequency and the relative distance entropy.
All the locations and compositions of Existikgwords are concerned in the method. After
that, the proposed method is applied on nine NDSXN dehydrogenase subunit 5) proteins
and twenty-four transferrin sequences for the sirityl research and the phylogenetic analysis.
By comparing the results with publicly availablesults from other researches, we draw a

conclusion that the proposed method is an effeetp@oach.

2. Methods

The model ofk -word frequency is widely used in sequence compari&enerally, for two
sequences, the higher the similarity is, the mdeatical k -words are. For a DNA sequence,
there are4* k-word frequencies to be considered. However, rebeas have to face the
difficulties brought from20* k -word frequencies for a protein sequence. There beay
mass of zero values ik-word frequencies. Here, we propose an Existngrords method
which considers only the existirig-words in proteins but not the all possil#€* k -words.

The traditionalk -word frequency approach only considers the amicidsacomposition
(AAC) in a protein, while the position informatios largely ignored. This leads to a loss of
some biological information. To correct this deficcy, we use distance entropy to
characterize the distribution of Existing-words, and use the frequency of Existikgwords

to describe the AAC information. Our proposed profeature extraction method, which is
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based on Existing« -word frequency and the information entropy, capteee both the
quantitative characteristic and the position infation of Existing-k -words. Given a
sequence, we can build its feature vector compoéik frequency and the relative distance

entropy. Thus, more phylogenetic information carcéyetured in our method.

2.1 Frequency vector of Existing-k-words

Here, we first give the frequency calculation melthaf Existingk -words in a protein
sequence. Le§ denote a protein sequence with a lengtmpS=ss,..s,, 1<i<n. Thes
comes from 20 amino acids {A, R, D, C, Q, E, HG,N, L, K, M, F, P, S, T, W, Y, V}
Suppose an Existing-word to beM =mm,...m,, where thek is its length and the is an
amino acid. The repeat count of the Existikgword M is denoted by a&(M) and its
corresponding frequency is calculated as follows,

c(M)
n-k+1’
wheren-k+1 equals the total number of Existingwords for a fixedk in the sequence.

f(M) =

Considert different Existingk -words, M;, M,, M,,..., M, which are presented in
alphabetical order. The frequency vector of thesfiixg-k -words can be defined as follows,
F=(f,f..f)
In this study, we investigate the cases that timgtlek of Existing-k -words changes
within a certain range instead of a fixed lengthtisat more information is reserved in the
feature vector. More specifically, |e&X be the maximum length of Existing--words.

Counting the number of all Existing-words (1<k < N), we can get the frequency vector
F of a protein sequence with amino acids.
F=(f}, le,...,ftll, f.2 fzz,...,ftf, S A FATE A0

tn
where f; is the frequency of th¢ th Existingk -word in alphabetical order aridrepresents

. c
the number of different Existing-words. Here,f; = '+1. And thec; is the count of the
n-i

j th Existingk -word. For the sequence with amino acidsn—i+1 equals the total count
of the Existingk -word.
To show the discussion simply, let us consideratgtrotein segment MGGM and set the

maximum lengthN of Existing-k -word to be 3. According to the above explanatisa,can



-735-

obtain 3 sub-sets of different frequencies. Wikenl, we have fg =:21, fo =%. When
1 1 1 1 1
k=2, we havef’, =3 2, =3 2, =3 Whenk =3, we havefZ,, =5 f,jGG:E.

Then we can get the Existing-word frequency vector of MGGM by arranging the 7

frequencies in the alphabetical order as follows,

F :(feli szG' feacsM'fGZM ’fMl'szG 'fM::BG

=(Z 11 ,1,2,1,3
32343

2.2 Position entropy vector of Existing-k -words

The position distribution ofk -words usually contains some important biological
information. In [47], the words distribution is usto differentiate various species. Ding et al.
[43] have also shown that tHe-word position in a sequence can effectively captuiot of
evolutionary information in the sequence.

For the Existingk -word M (denoted byM =mm,...m ), the D,, =(d,,d,,...,d;,) is
its position vector, where the is the position of théth occurrence of the Existing-word
M, and thec(M) is the repeat count of thd in a sequence. Here, we define the position of
the Existingk -word M in proteins as the distance between its first ansioid m and the
origin when theM appears in the sequence. For the short segmentN\)@@ can get the
position vector of Existing-1-word G and Existings®rd GG, Dg =(2,3), Dgs =(2).

To calculate the similarity distance between twéfedént sequences conveniently, the
position vector is condensed into a characterigtice which can characterize the location
feature of a given Existing-word in a sequence.

In the Information theory, the entropy is known asneasure of the uncertainty of the
probability distribution [48]. Suppos¥ to be a discrete random vector which has possible
values{x, x,, I[x } with corresponding probabilitie§f (x), f (X,)...., f (x,)). The entropy
of X is

HOO =-3 f(6)log, T ().

The concept of entropy is extensively applied imynéelds as an indicator to describe the
disorder of a system.

In this paper, we propose the Existikgword position entropy as follows,
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c(M)
h(M)=->" plog, p ,
i=1

where p is the i th normalized probability value obtained from thesition vector

Dy =(d,,d,,...,d.,). The normalized formula to calculate is the following,
c(M)
p=d/> d.
i=1

After working out the entropy of all Existing-words (L<k < N), we can get a position

entropy vector to characterize a protein as follows

H=(hh b, h2hZ0h2 . hYhY LY,

where hj is the distance entropy of theth Existing- -word in the alphabetical order and
represents the number of different Existingvords.

Likewise, an example is taken here to illustrate thstance entropy. WheN =3, the
entropy vector of the segment MGGM is calculatedodlsws. Position vectors are obtained
when k runs from 1 to 3.0} =(2,3), Dy, =(1,4), D% =(2), D&, =(3), DiX=@Q),
D =(2), Diec =(1). Then we can get the position entropy vector taratterize the
segment MGGM as followshi =0.971C, h, =0.721¢, K, =0, h%, =0, h3. =0,
haw =0, e =0. Then,

H = (hs, R héw shis e hiee )
=(0.9710,0.7219,0,0,0,0,0).

From the results, although amino acids G and M hheesame count 2, their distance
entropies are obviously different. This is attrililite the different distribution between G and
M in the segment.

Then we consider the distance entropy has accepthfferentiation performance when
amino acid rearrangement or substitution occurs.ewtend the original peptide MGGM to
be MGGMMK and set the maximum length of Existing-k -words to be 2. Considering
amino acid rearrangement and substitution, we cteatanore segments. The three peptides
are shown as:

MGGMMR  the extended segment
MMMGGR amino acid rearrangement occurred in position 2,3td&nd
MGGGMR  the 4th amino acidl is replaced witlG
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The three segments consist of a sequence groupEXibéng-k -words of the group when
N =2 should be composed of l0-words, which is denoted as { G, GG, GM, GR, M, MG,
MM, MR, R}. The 9-dimensional entropy vectors of the thregnsents are shown as follows:

H, =(0.9710, 0, 0, 0, 1.3610, O, 0, 0,
H, =(0.9911, 0, 0, 0, 1.4591, 0, 0.9182, 0,
H,=(0.9710, 0.9710, 0, 0, 0.6500, 0, 0,0

It can be seen that the distance entropy is seasii amino acid rearrangement (comparing
H, to H,) and amino acid rearrangement substitution (comgas, to H,). We conclude
that the distance entropy has a high degree ddrdifitiation during amino acid rearrangement
and substitution.

For a protein sequence, two vectors are obtainethédyroposed method. The frequency
vector holds the composition information of amiredda while the entropy vector captures
their position information in a sequence. Here tttal number of different Existing—words
1<ks<N is defined asK , K =t, +t,+...+t,, thet represents the number of different
Existing-i -words, i =1,2,... ,N . And we create &K -dimensional feature vectdr to
characterize a protein sequence. The feature v&ttd a combination of the frequency
vector F and the position entropy vectét . We define it as follows,

V= (fLh, . h L, Y hY).
Here, the two successive elements with identicadatuits characterize the same Existing-

word.

2.3 Distance calculations

The intrinsic structures of sequences are preseirvetle proposed feature vectors. The
guantitative comparison among sequences is feastbiedifferent sequences, the length of
different Existingk -words K, K,,K,--- are usually not identical with each other. Consider
the situation where there are two feature vectoith @ifferent dimensions presented as
follows,

V(0 R )

VR = (2 2 fme g2 pm )
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where thef ' (h3*') represents the frequency (entropy) value ofitheExisting« -word
in sequencej . Here, the length of different Existing-words in the two sequences are not
identical, that isK, # K,.

The following three steps are proposed to align the diilnarof the vectors.

Step 1. Consider the two Existinge-word sets,M,; = (M, M5 M3$*,....M ') and
Mg, =(MPZMFEMEY,. ME7?) . List all Existing- k -words of the two sets

alphabetically. We only list one time when an Exigtk -word exists in one or both of the
two sets. Thus, the merged Existikgwords in one or both of the two sets are shown as

follows,

M, =(M MMM P

K2 /"

Step 2. Compare every Existing—~word of the seM, , with that of the seM, . If there
is a matched word/ , let f = f" and hj; =h<™. But if there is no a matched word in
M_,,then fi =0 andhf, =0. Then we can get a new extended vesoof V=",

V= (FE R )

Kiz " Kyo

sql?

Step 3. The new extended vectd of V=% is the follows by the same method,
Vo = (10 65 L, )
With the same dimension, the extended feature \@®foandV, can be used to calculate

the similarity distance of two sequences directlgré] we use the Cosine function of the
angle of two vectors to represent the correlatiegree of two protein sequences. For the sake

of clarity, the two vectors are simplified ¥5 = (a,,a,,....a , ) andV, =(b,,b,,...b ). Thus,

the Cosine functior€os(V, ,V; ) is calculated as follows,

Kiz Kiz '
Zl‘ 61‘2 X Z; qz

The Cosine value of an angle is from -1 to 1. To g@re biological explanation, we

normalize the value o€os(V, ,V,) from 0 to 1. Then the formula to calculate theikirity

distanceD(V, ,V,) of two given protein sequences is
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1-Cos(V, v, )
— 5
In order to demonstrate the proposed feature eidraenethod, we consider two short

D(Vl*’V;):

protein sequence®(otein | andProtein Il) and a random protein segmeRtdtein R). The
Protein | andProtein |l are segments from the yeast Saccharomyces caewigioduced in
Randt et al [14].Protein Ris a random segment [Byotein | andProtein I1.

Protein|:

WTFESRNDPAKDPVILWLNGGPGCSSLTGL

Protein I1:

WFFESRNDPANDPIILWLNGGPGCSSFTGL

Protein R:

SFTESRPDPAADPVILWLSGPPGCKSLTTL

The frequency and the distance entropy of evenstig-k -word are obtained by the

proposed method. By the distance formDia/ ,V,), we can get the similarity distances

amongProtein |, Protein Il and Protein R as shown in Table 1 when the length of
Existing-k -words changes from 1 to 7. The result shows tiastmilarity distances become

stable whenN = 3.

Table 1 Similarity distances amoPRgotein |, Protein || andProtein R when the length of Existinds--
words changes from 1 to 7

LengthN of Existingk-words Distance (PI, PII) Distance (PI, PR) Distaf(ell, PR)
1 0.03943 0.06961 0.13249
2 0.05002 0.06578 0.13544
3 0.06208 0.06641 0.14551
4 0.06249 0.06727 0.14623
5 0.06298 0.06819 0.14702
6 0.06356 0.06920 0.14784
7 0.06425 0.07029 0.14869
3. Applications

In this section, the proposed feature extractiothois applied to two datasets, nine ND5
proteins and twenty-four transferrin sequenceg@rawe its correctness and effectiveness. By
the proposed method, protein sequences are codvattethe corresponding feature vectors
composed of the frequency and the distance entodxisting-k -words (1<k<N). To
facilitate the calculation, all the feature vect@n®e extended to the identical dimension

according to the three steps. Then, the similaiggimilarity matrix can be constructed
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directly by calculating the similarity distancessbd on the feature vectors. In addition, the
phylogenetic tree of the nine ND5 proteins and tthenty-four transferrin sequences are

constructed to illustrate the correctness and ffieetéveness of our method.

3.1 Comparison of nine ND5 proteins

Nine ND5 proteins are selected to test the perfam@af our method. The Nine proteins
follows, the human (Homo sapiens, AP_000649), Bor{Gorilla gorilla, NP_008222),
common chimpanzee (Pan troglodytes, NP_008196)nyighimpanzee (Pan paniscus,
NP_008209), fin whale (Balenoptera physalus, NP890J blue whale (Balenoptera
musculus, NP_007066), rat (Rattus norvegicus, AR90R), mouse (Mus musculus,
NP_904338), opossum (Didelphis virginiana, NP_0®&J18ll the proteins are downloaded
from the NCBI Genbank.

According to our previous discussion, the extenfiedure vectol” can be obtained by
calculating the frequencies and entropies of Exgsti -words in protein sequences. By using
the similarity distance formul®(V,",V,), we can get the similarity matrix composed of
different pair-wise sequence distances. Here, wehsemaximum Existing¢ -word lengthN

to be 6. Then, we list the similarity matrix by the@posed method, as shown in Table 2.

Table 2 Similarity matrix of nine ND5 proteins ¢tmaximum Existingk -word lengthN is 6)

Species Human Gorilla C. Chim. P. Chim. F. Whale Whale Rat Mouse Opossum
Human 0 0.02849 0.01987 0.01896 0.05857 0.0572D.06881  0.07065 0.08032
Gorilla 0 0.02786 0.02387 0.05908 0.05909 806 0.06933 0.07732
C.Chim. 0 0.01563 0.06198 0.06036 0.07055 7198 0.08246
P.Chim. 0 0.05679 0.05639 0.06903  0.06727 07315
F.Whale 0 0.00759 0.06153  0.05939 0.07169
B.Whale 0 0.06287  0.05933 0.07317
Rat 0 0.04415 0.06625
Mouse 0 0.05981
Opossum 0

From Table 2, we can see that the results are &looosistent with the related works on
the nine ND5 proteins, such as the NFV method bwriduand Yu [47], the geometrical
center method by Yao et al. [1] and the IFS methpdJa et al. [49]. The distances among
four species, the human, gorilla, common chimparazek pigmy chimpanzee, are relatively
small. The closest pair presented in the tablbadin whale and the blue whale. Besides, the
rat and the mouse have a smaller distance. Thesopois the most dissimilar among the nine

species.
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Based on the similarity matrix of ND5 proteins, vezonstruct their phylogenetic tree to
compare with the results by the classical Clustaiwthod [50]. The evolutionary tree
illustrated in Fig.1 is constructed by the simikannatrix of Table 2. As we have noticed, the
tree is nearly consistent to the results in FigiZhustalW. The ClustalW is one of the most
widely used multiple sequence alignment methodshfimologous proteins and nucleotide
sequences because of its excellent performancéyitogenetic analysis. However, when
there are a lot of sequences, computational cortplekClustalW can be a serious challenge.
Unlike ClustalW, thek -word method can obtain the sequence similaritetham the simple
k -word statistics and some simple calculations [8]L-4Vith the Existingk -word concept,
we further reduce statistical count comparing tditional k -word method. The similar
results in Fig.1 and Fig.2 tell that the proposedpte method is close to the complicated
ClustalW in efficiency. And the computational coexity of the proposed method is reduced.

C.Chim.
E e
Human

Gorilla

I F.Whale
L B.whake

Opossum
Rat

Mouse

I 4 4 4 4 4 4 y
t t t t t t t 1
0.035 0.030 0.025 0.020 0.015 0.010 0.005 0.000

Fig. 1 Phylogenetic tree of nine ND5 proteins basecherextended feature vector with = 6

C.Chim.
E e
Human

Gorilla

— F.Whale
L B.whale

Rat
Mouse

Opossum

Fig. 2 Phylogenetic tree of nine ND5 proteins by Cluatal
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3.2 Phylogenetic analysis on dataset of twenty-four transferrin sequences

To further verify the validity of our method, welset twenty-four transferrin sequences
from vertebrate species as our second experimdaseta which is studied in Ford [51],
Chang and Wang [52]. Table 3 provides the taxononfi@rmation and the accession number
of every sequence. All the sequences are downloadedthe NCBI.

Table 3 The twenty-four transferrin sequences

No. Name Species Accession Length  No. Name Species Accession  Length
1 Human TF Homo sapien S95936 2347 13 Frog TF Xes\evis X54530 2280
2 RabbitTF Oc'g’ﬁfgﬁg:s X58533 2279 14 Japa“eﬁf flounder o, alichthys olivaceus ~ D88801 2296
3 Rat TF Rattus norvegicus D38380 2003 15 Atlantic salmon Salmo salar 120313 2557
4 Cow TF Bos Taurus u02564 2338 16 Brown trout TF rovl trout TF D89091 2437
5 Buffalo LF Bubalus arnee AJ005203 2307 17 LakettTF Salvelinus namaycush D89090 2421
6 Cow LF Bos Taurus X57084 2405 18 Brook trout TF  alv8linus fontinalis D89089 2431
7 Goat LF Capra hircus X78902 2411 19 Japanesel¢har  Salvelinus pluvius D89088 2437
8 cCamellF CAMOMS  ,y31674 2357 g0 CMINOOKsalmon ?Qﬁ:mzzﬂgs AHO08271 5642
9 Pig LF Sus scrofa M92089 2578 21 Coho salmon TF ncohynchus hisutch D89084 2504
10 Human LF H. sapiens NM_002343 2627 22 Sockeye salmon Oncorhynchus nerka D89085 2153
11 Mouse LF Mus musculus NM_008522 2742 23  Raintbout TF Oncorhynchus mykiss D89083 2634
12 o”%S:S“"‘ T\;'jggﬁﬂ[gs AF092510 2480 24 Amag"Fsa""O“ Oncorhynchus masou ~ D89086 2153

In this study, we conduct the phylogenetic treestiady the evolutionary relationships
between the twenty-four transferrin sequences. filndogenetic tree is the tree diagram
showing the inferred evolutionary relationships amahese twenty-four biological species.
In Fig.3, we show the phylogenetic tree by the pegul approach. For comparison, in Fig.4
we show the phylogenetic tree constructed by tllittonal alignment-based method
ClustalW. With the careful observation on Fig.3 &fgl.4, we can find that the results by the
proposed method and by the ClustalW are almostistens to the results by Ford [51].
Further, it can be seen that in Fig.3 and Fig.4hedlwell-separated transferrin (TF) proteins

and lactoferrin (LF) proteins are accurately clésdiinto the corresponding taxa.

4. Discussion
4.1 The choice of Existing-k-words

To investigate an appropriaté value (the length choice of Existirig-words), the thirty-
six nonzero elements of the upper triangular shitylanatrix are represented in Fig.5 when
the lengthN of words runs from 1 to 6. The Fig.5 is obtainedaading to the thirty-six pair-
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wise distances of the nine ND5 proteins. Fig.4 shoee change tendency of the distance
polyline with the lengthN from 1 to 6. The three broken lineslE4,N =5 and N =6) are
quite close to each other, i.e., whég N <6, the distances among the proteins by the
proposed method begin to reach a stable valuehoivs that similarity distances become
stable and gradually converge to a fixed valuehasmaximum lengtiN of Existing-k -
words increases.

Goat L

s

Camel LF
Pig LF

Mouse LF

Cow TF
Rat TF
Human TF
Rabbit TF

Opossum TF

Japanese flounder TF
Coho salmon TF
Rainbow trout TF
Sockeye salmon TF
Amago salmon TF

Atlantic salmon TF
Brown trout TF
Japanese char TR
Lake trout TF
Brook trout TF

Frog TF

Chinook salmon TF

0.04 003 002 001 0.00

Fig. 3 Phylogenetic tree of twenty-four transferrin setpes by the proposed extended feature vector at
N=6

Goat LF
Buffalo LF
Cow LF
Camel LF
Pig LF
Human LF
Mouse LF
Cow TF
Rat TF
Human TF
Rabbit TF

Opossum TF

Frog TF

Japanese flounder TF
Chinook salmon TF

Coho salmon TF

Rainbow trout TF

Sockeye salmon TF
Amago salmon TF

Atlantic saimon TF
Brown trout TF
Japanese char TF
Lake trout TF
Brook trout TF

025 020 0ls 010 005 000

Fig. 4 Phylogenetic tree of twenty-four transferrin seges by the traditional alignment-based method
ClustalW
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006~

similarity distance

0.031

pair number

Fig. 5 The twenty-eight pair-wise distances among nine ND5 sequences obtained from the similarity
matrixeswhen N rangesfrom 1to 6

4.2 Comparison with the other methods

In order to further validate the proposed featux&ragtion approach, we compare our
results with other results by different methodshmnine ND5 proteins.

More specifically, we first build the alignment tfie nine proteins by using MEGA6
software and get the ClustalW distance matrix. Tl compute the correlation coefficient
of the two similarity matrixes from our approachdahe ClustalW matrix. In Table 4, we
illustrate the results by the related works merg@@in section 3.1 including the NFV method
by Huang and Yu [47], the geometrical center methypd ao et al. [1] and the IFS method by
Ma et al. [49]. From Table 4, we can find that imilarity comparison for nine ND5
proteins by the proposed method is closer to thelteby the ClustalW method than by other
studies. The proposed feature extraction methoédas the frequency and the distance
entropy of Existingk -words can extract effectively characteristic imiation from protein
sequences.

Table 4 The thirty-six pair-wise distances amdmgrine ND5 sequences when the lendthof words

ranges from 1 to 6.
Methods  Existingeword method & ClustalW ~ NFV & ClustalW ~ Geometricanter & ClustalW  IFS & ClustalW

Human 0.9860 0.9297 0.9033 0.9627
Gorilla 0.9846 0.9236 0.7983 0.9531
C.Chim. 0.9890 0.9414 0.9092 0.9671
P.Chim. 0.9890 0.9340 0.9063 0.9679
F.Whale 0.9939 0.9732 0.8003 0.9660
B.Whale 0.9968 0.9712 0.8235 0.8062

Rat 0.9855 0.9510 0.7970 0.8197
Mouse 0.9706 0.9551 0.7724 0.9579

Opossum 0.9547 0.9913 0.6832 0.9483
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5. Conclusion

In this paper, we propose a modifikdword method, a measure of protein sequence
similarity based on the frequency information amel telative distance entropy information of
the Existingk -words in protein sequences. We call this methodhasExistingk -word
method. It can characterize a protein by usingrefadimensional vector than the conditional
k -word methods. Then, the proposed Existingword method is applied to two separate
applications, the similarity comparison of nine NPNADH dehydrogenase subunit 5)
proteins, and the evolutional analysis of twentyrftsansferrin protein sequences. The results

illustrate the utility of the proposed method.

Acknowledgment: This work supported by the National Natural Sceefroundation of China
(Grant No. 61272254), and by the Natural SciencenBation of Hebei Province, China
(Project No. F2012210017), and by the Humanities Social Sciences Research of Ministry
of Education of China (Project name, The Originpgagation and Migration of Human
Influenza Epidemic (1918-2010) from Space-time pettve; Project No. 11YJCZH132).

References

[1] Y. H. Yao, Q. Dai, C. Li, P. A. He, X. Y. Nan, Y..ZZhang, Analysis of
similarity/dissimilarity of protein sequencé®,oteins 73 (2008) 864-871.

[2] S. Vinga, J. Almeida, Alignment—free sequence campa — a review,
Bioinformatics 19 (2003) 513-523.

[3] A. Nandy, M. Harle, S. C. Basak, Mathematical desor§ of DNA sequences:
Development and application&;kivoc 9 (2006) 211-238.

[4] E. Hamori, J. Ruskin, H-curves, a novel methodepiresentation of nucleotide series
especially suited for long DNA sequencésBiol. Chem. 258 (1983) 1318-1327.

[5] A. Nandy, Two—dimensional graphical representabb®NA sequences and intron-
exon discrimination in intron-rich sequenc€smput. Appl. Biosci. 12 (1996) 55-62.

[6] B.Liao, X. Shan, W. Zhu, R. Li, Phylogenetic temnstruction based on 2D graphical
representatiorChem. Phys. Lett. 422 (2006) 282—-288.

[71 M. Randt, A 2D graphical representation of proteins basedpbysicochemical
properties of amino acid€hem. Phys. Lett. 440 (2007) 291-295.

[8] X.Q.Qi, J. Wen, Z. H. Qi, New 3D graphical regetation of DNA sequence based
on dual nucleotideg), Theor. Biol. 249 (2007) 681-690.

[9] Z.H.Qi, T. R. Fan, PN-curve: a 3D graphical regrgation of DNA sequences and
their numerical characterizatioBhem. Phys. Lett. 442 (2007) 434-440.



(10]

(11]

(12]

(23]

[14]

(15]

(16]

(17]

(18]

(19]

(20]

(21]

(22]

(23]

[24]

(25]

-746-

Z. J. Zhang, DV-Curve: a novel intuitive tool forswalizing and analyzing DNA
sequencedsioinformatics 25 (2009) 1112-1117.

D. Bielinska—Waz, Four—component spectral repredgiemt of DNA sequences].
Math. Chem. 47 (2010) 41-51.

C. Li, L. Xing, X. Wang, 2-D graphical representatiof protein sequences and its
application to coronavirus phyloger§iB Rep. 41 (2008) 217-222.

M. Randg, J. Zupan, Highly compact 2D graphical represé@ntadf DNA sequences,
SAR QSAR Environ. Res. 15 (2004) 191-205.

M. Randg, D. Butina, J. Zupan, Novel 2-D graphical repréagon of proteinsChem.
Phys. Lett. 419 (2006) 528-532.

F. Bai, T. Wang, On graphical and numerical repreg®n of protein sequences,
Biomol. Sruct. Dyn. 23 (2006) 537-546.

M. Randt, 2-D graphical representation of proteins based pbgsic—chemical
properties of amino acid€hem. Phys. Lett. 444 (2007) 176-180.

J. Feng, T. M. Wang, Characterization of proteinmaily sequences based on partial
ordering,J. Theor. Biol. 254 (2008) 752—755.

S. S. T. Yau, C. L. Yu, R. He, A protein map arglapplicationDNA Cell Biol. 27
(2008) 241-250.

C. Li, X. Yu, L. Yang, X. Q. Zheng, Z. F. Wang, 3fBaps and coupling numbers for
protein sequenceBhysica A 388 (2009) 1967-1972.

M. Randé, K. Mehuli, D. Vukicevié, T. Pisanski, D. Viki—Topi, D. Plav&,
Graphical representation of proteins as four—cofpaps and their numerical
characterization]. Mol. Graph. Model. 27 (2009) 637-641.

P. A. He, Y. P. Zhang, Y. H. Yao, Y. F. Tang, X.Nan, The graphical representation
of protein sequences based on the physicochemiopkgies and its application3,
Comput. Chem. 31 (2010) 2136-2142.

M. Randé, J. Zupan, A. T. Balaban, D. ViiTopi, D. Plav&, Graphical
representation of protein€hem. Rev. 111 (2011) 790-862.

A. Ghosh, A. Nandy, Graphical representation andhematical characterization of
protein sequences and applications to viral pretéidv. Protein Chem. Struct. Biol.
83(2011) 1-42.

M. Randt, M. Novi¢, A. R. Choudhury, D. Plav§i On graphical representation of
trans-membrane proteinSAR QSAR Environ. Res. 23 (2012) 327-343.

H. J. Yu, D. S. Huang, Novel 20-D descriptors obtpn sequences and it's
applications in similarity analysi€hem. Phys. Lett. 531 (2012) 261-266.



(26]

(27]

(28]

[29]

(30]

(31]

(32]

(33]

(34]

(35]

(36]

(37]

(38]

(39]

[40]

[41]

-747-

Z. H. Qi, J. Feng, X. Q. Qi, L. Li, Application @&D graphic representation of protein
sequence based on Huffman tree met@mtyput. Biol. Med. 42 (2012) 556-563.

Y. H. Yao, F. Kong, Q. Dai, P. A. He, A sequencegsented method applied to the
similarity analysis of long protein sequentMATCH Commun. Math. Comput. Chem.
70 (2013) 431-450.

L. Huang, H. Tan, B. Liao, HR-curve: a novel 2D ghizal representation of protein
sequence and its multi-applicatidnComput. Theor. Nanos. 10 (2013) 257—-264.

M. Novi¢, M. Randé, Representation of proteins as walks in 20-D sp8&R QSAR
Environ. Res. 19 (2008) 317-337.

A. Nandy, A. Ghosh, P. Nandy, Numerical charactgmn of protein sequences and
application to voltage-gated sodium chanaesubunit phylogenyln silico boil. 9
(2009) 77-87.

J. Qi, B. Wang, B. L. Hao, Whole proteome prokagyphylogeny without sequence
alignment: a K-string composition approadhiMol. Evol. 58 (2004) 1-11.

L. Gao, J. Qi, Whole genome molecular phylogenylanfie dsDNA viruses using
composition vector metho8MC Evol. Biol. 7 (2007) #41 (pp. 1-7).

G. Lu, S. Zhang, X. Fang, An improved string conifims method for sequence
comparisonBMC Bioinformatics 9 (2008) #S15 (pp. 1-8).

M. Takahashi, K. Kryukov, N. Saitou, Estimation oéckerial species phylogeny
through oligonucleotide frequency distand@enomics 93 (2009) 525-533.

C. Yu, M. Deng, S. S. T. Yau, DNA sequence comparigp a novel probabilistic
method.Inf. Sci. 181 (2011) 1484-1492.

Z. H. Qi, M. H. Du, X. Q. Qi, L. J. Zheng, Gene qoamnison based on the repetition of
single—nucleotide structure patter@@mput. Biol. Med. 42 (2012) 975-981.

Q. Dai, Z. F. Yan, Z. X. Shi, X. Q. Liu, Y. H. Ya®. A. He, Study of LZ-word
distribution and its application for sequence corigoa, J. Theor. Biol. 36 (2013) 52—
60.

B. E. Blaisdell, A measure of the similarity of sedf sequences not requiring
sequence alignmerRroc. Natl. Acad. Sci. 83 (1986) 5155-5159.

G. Fichant, C. Gautier, Statistical method for jxtdg protein coding regions in
nucleic acid sequenceSpmp. Appl. Biosci. 3 (1987) 287—-295.

G. W. Stuart, K. Moffett, S. Baker, Integrated geare@ species phylogenies from
unaligned whole genome protein sequenBéesnpformatics 18 (2002) 100-108.

T. J. Wu, J. P. Burke, D. B. Davison, A measur®NA sequence dissimilarity based
on Mahalanobis distance between frequencies of sy@idmetrics 53 (1997) 1431-
1439.



[42]

(43]

(44]

(45]

[46]

[47]

(48]

[49]

[50]

[51]

[52]

-748-

X. Yang, T. Wang, A novel statistical measure feq@ence comparison on the basis
of k-word counts,). Theor. Biol. 318 (2013) 91-100.

S. Y. Ding, Y. Li, X. Yang, T. M. Wang, A simple-word interval method for
phylogenetic analysis of DNA sequencésTheor. Biol. 317 (2013) 192—-199.

V. Afreixo, C. A. Bastos, A. J. Pinho, S. P. Gardfa J. Ferreira, Genome analysis
with inter—nucleotide distanceBioinformatics 25 (2009) 3064-3070.

Y. Gao, L. Luo, Genome—based phylogeny of dsDNAiséss by a novel alignment—
free methodGene 492 (2012) 309-314.

Y. Huang, T. Wang, Phylogenetic analysis of DNA wmtes with a novel
characteristic vectod. Math. Chem. 49 (2011) 1479-1492.

D. S. Huang, H. J. Yu, Normalized feature vectédrsiovel alignment—free sequence
comparison method based on the numbers of adjareimto acids|EEE Acm. T.
Comput. Biol. 10 (2013) 457-467.

M. David, Information Theory, Inference, and Learning Algorithms, Cambridge Univ.
Press, Cambridge, 2003.

T. Ma, Y. Liu, Q. Dai, Y. Yao, P. A. He, A graphicapresentation of protein based
on a novel iterated function systeRhysica A 403 (2014) 21-28.

M. A. Larkin, G. Blackshields, N. P. Brown, R. ChenrP. A. McGettigan, H.
McWilliam, F. Valentin, I. M. Wallace, A. Wilm, R. Lmez, J. D. Thompson, T. J.
Gibson, D. G. Higgins, Clustal W and Clustal X vens2.0,Bioinformatics 23 (2007)
2947-2948.

M. J. Ford, Molecular evolution of transferrin: evide for positive selection in
salmonidsMol. Biol. Evol. 18 (2001) 639-647.

G. Chang, T. Wang, Phylogenetic analysis of proseiguences based on distribution
of length about common substririgrotein J. 30 (2011) 167-172.



