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ABSTRACT 
Decision making is to an increasing extent supported by multi-criteria decision analysis (MCDA) 

software. Especially when a ranking of objects (chemicals, geographical units, nations, strategies etc) 

is wanted, an initial step is the development of a multi-indicator system (MIS). One of the famous 

MCDA concepts to obtain a ranking from MIS is realized in the series of ELECTRE-algorithms. The 

major task of decision support systems is to obtain a total order. On the other hand, an evaluation of 

MIS by partial order leads to directed graphs, where objects often are not connected, i.e., not being 

comparable with each other. In the partial order terminology this relation is called ‘incomparability’.  

Partial order does a priori not lead to a total order, which is most often seen as a severe disadvantage. 

The reason for incomparabilities among objects can be traced back either to conceptual conflicts, or 

simply to small, even minute data differences. The software ELECTRE III (and others of the 

ELECTRE family) takes care for these latter cases by a set of parameters beyond the data matrix and 

functions describing the degree of user preferences. In that sense ELECTRE III can be (and is) seen as 

a fuzzy method. In partial order theory fuzzy concepts can be inferred too. The present study compares 

the results of ELECTRE (simplified) and of fuzzy partial order theory. As an example a group of 

environmentally hazardous chemicals is selected. It turns out that the concept of fuzzy posets provides 

an effective instrument to reduce the number of incomparabilities, without the need of additional 

parameters beyond those of the data matrix as is the case in ELECTRE III. 

 

1 Introduction 

The hazard exerted by substances which are persistent (P), bioaccumulating (B) and toxic (T) 

can be described by three indicators, associated with P, B and T (see e.g. [1]). Application of 

these three indicators simultaneously shows that, e.g., DDT is more hazardous than DDD. 
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However, the same indicators also show that DDT and ALD cannot be compared (see for 

details [2]). The main problem is that often the ranking aim cannot directly be expressed by 

one indicator. Within the above mentioned example: There is no single indicator, measurable 

or as outcome of mathematical simulation models, expressing “the” hazard. Instead many 

indicators are needed as a proxy to approach the ranking as in the case mentioned above. 

Therefore the expression multi-indicator system (MIS) becomes somewhat popular, to 

indicate the multivariate character of the ranking [3].  

 

Often a set of indicators allows not only a ranking but also, because of an induced metric, to 

obtain an impression of how far one object is better (which in the present study means less 

hazardous) than another one. However, the true art is how to get the indicators. In the example 

of Failed States 12 indicators were derived [4]. There is typically a great effort of knowledge 

to obtain these indicators. A mathematical mapping to get a one-dimensional scalar, just to be 

used as a ranking indicator [5] is not only hiding all the background information but also has 

the effect of an often unwanted compensation [6]. In the case of the Failed States, the 

composite indicator is generated by a simple addition of the values for the 12 single indicators 

[4]. 

 

In natural sciences much information can be obtained as measurable quantities or quantities 

which can be calculated by reliable mathematical simulation models. For example in 

environmental chemistry much information about molecular macroscopic properties are 

derived from QSAR models (see e.g. [7]) or about transport properties and residence times are 

derived by deterministic mathematical models, such as GREAT_ER [8, 9] or EUSES [10-12]. 

The framework of EUSES [10, 11] is accepted by the relevant authorities of EU, to calculate 

the needed information. However, the system EUSES is complicated to use due to the high 

number of input parameters needed [11, 12].  

 

In this paper the focus is on environmental chemicals, pesticides, which are so powerful in the 

battle to reduce hunger, but are now due to their hazardous environmental- and human health 

properties banned by the Stockholm Convention [13]. Although these chemicals are under 

strict regulation, an illegal use is wide spread and once brought into the environment the long 

life time of these substances implies serious concern [14].  
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The present paper’s intention is a methodological one. Hence, in many fields it turns out that 

partial order applied on MIS can be useful [3]. Nevertheless, a typical outcome of poset-

theory is the so-called incomparability as for example the two chemicals DDT and ALD, 

mentioned above. Incomparability means that a unique ranking cannot be found for all objects 

and most multi-criteria decision analysis tools focus at deriving a single ranking scalar, i.e., 

incomparability is no longer of concern. We here analyze incomparability specifically when 

the indicators of a MIS have a metric.  

 

In continuing the series about incomparabilities in partially ordered sets (posets), see [2, 15, 

16] we ask how concepts of multivariate statistics, such as cluster analysis, fuzzy theory or 

famous multi-criteria decision tools such as ELECTRE [17-21] interact with or compare to 

partial order methodology. The issue of cluster analysis and partial order has recently been 

discussed [15] and shall not be further considered here.  

 

Imagine a MIS with k indicators. Based on these indicators r objects are to be ranked by 

MCDA-methods. Within the conventional machinery of decision support systems, such as 

ELECTRE III [17-21] objects would be brought into a linear order by means of a series of 

additional parameters. Thus, ELECTRE III needs parameters evaluating  

 

 the degree of indifference 

 the degree of significance 

 the veto-parameters 

 weights (for details, see below). 

 

How these parameters are used to eventually get the important credibility matrix s(x,y) will be 

sketched in section 2.3. 

 

The objective of the present study is to compare ELECTRE III (considered by [17] as a fuzzy 

tool and implemented in PyHasse (see below) in a simplified manner, see sect. 2.3) with fuzzy 

partially ordered sets, both methods being applied to the data set previously investigated by 

[1]. We conclude the paper by a similarity analysis and critical summary, where the question 
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as to how far additional parameters beyond the set of selected indicators is helpful or not in 

the light of fuzzy poset theory. 

 

 

2 Materials and Methods 

 

2.1 Environmental chemistry 

Sailaukhanuly et al. [1] published a study about persistent organic chemicals, where a multi-

indicator system (MIS) consisting of persistence, bioaccumulation and toxicity (PBT-criteria) 

as the single indicators was investigated.  They show that in general simple concepts of partial 

order theory can give insights into the possible rankings without the use data and information 

pieces beyond the data matrix (of measured or simulated values). A central role plays the 

graphical visualization of partially ordered sets by Hasse diagrams displaying much useful 

information (see for instance [4]). However - as discussed above - the presence of 

incomparabilities most often is considered as a drawback in decision support, which often 

causes the preference of other decision support systems such as PROMETHEE [22] or the 

ELECTRE family [17-21].  

 

Table 1 shows the column-wise [0,1]-normalized data (see [4]) of 12 pesticides (r , the 

number of objects = 12). The idea is, to rank the chemicals due to their hazard, which as 

mentioned above is not directly measurable.  

 

Before the MIS (consisting of three elementary indicators) is discussed in more details, some 

basic definitions are needed to understand the example. 

 

2.2 Basic definitions of the theory of partially ordered sets 

Partial order relations can be obtained in many different ways. Even, if the partial order is to 

be defined to deal with a data matrix we can still define different partial order relations among 

objects.  

Let X be the finite set of objects, and IB the set of indicators qi, (i = 1, … ,|IB|) then we 

define: 
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x,y  X:  x  y :  qi(x)  qi(y) for all qi  IB,      (1)   

  

Eq. 1 represents a partial order P, which we often denote as P = (X, IB) to indicate the 

interaction between the order relation and the set of indicators. The set X together with the 

partial order structure is called a partially ordered set.  

 

Many other realizations of partial orders may not be based on Eq. 1, therefore the partial 

orders based on Eq. 1 are considered as outcome of the so-called Hasse Diagram Technique 

(HDT).  

 

Table 1:  Normalized (column-wise) data matrix (rounded to three decimals)  

of 12 pesticides (PBT-substances) included in the Sailaukhanuly study [1] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Some notational remarks are given for the convenience of the reader, albeit these basic 

concepts can be found in many references; see for instance [2, 3, 15, 16].  

 

Pesticide Pers BioA Tox 

DDT 0.084 1.000 1.000 

DDE 0.009 0.856 0.160 

DDD 0.099 0.679 0.171 

MEC 0.027 0.339 0.101 

ALD 0.263 0.852 0.627 

DIE 0.293 0.383 0.041 

HCL 0.428 0.480 0.104 

CHL 1.000 0.751 0.212 

LIN 0.027 0.000 0.000 

HCB 0.057 0.574 0.187 

PCN 0.054 0.180 0.028 

PCP 0.012 0.354 0.010 
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a. Objects, for which x  y  or x  y are called comparable, in sign x  y.  A set of 

objects for which only x  y holds can be completely ordered or (syn.) ranked. 

b. Objects, for which Eq. 1 does not hold, are called incomparable. When object x is 

incomparable with y, it is denoted x ǁ y. In reference to the starting point of this 

analysis, i.e., the MIS, incomparability indicates a conflict in data, because there is at 

least one indicator for which x > y, and another, for which y > x.   

c. Objects for which qi(x) = qi(y) for all i = 1,..,k are called equivalent. The usual 

elaboration of the partial order is based on representative elements of the equivalence 

classes and the information about the equivalence classes is retained as background 

material. An equivalence class consisting of more than one element is called 

nontrivial. A measure , introduced quantifying the extent of (nontrivial) equivalence 

classes is: 

K =  Ni*(Ni-1)          (2) 

Ni being the elements in the ith equivalence class. Singletons do not contribute to the 

sum. 

As at the same time for r = |X| it is valid r  = Ni , it can be easily shown by the 

method of maximizing functions under additional constraints (sometimes called 

method of Lagrange), see for example [23] that an equal population of the equivalence 

classes (i.e. N1=N2=... >1) maximizes K. Hence K is a considered as a good measure to 

quantify the role of equivalence classes, especially when the number of nontrivial 

equivalence classes is the same for  

different variants, as will be discussed later. In the following the defining equations 

are thought of as taken from a set without equivalent elements.  

d. The set U(x, P) denotes the set of incomparable elements. Thus, U(x, P)  = {y  X: yǁx 

in P} 

e. Priority elements 

1. Isolated elements Iso(X, P) = {x: x  X, there is no y  X, such 

 that x  y }        (3) 

2. Maximal elements Max(X,P) = {x: x  X, 

 there is no y  X, such that y > x}      (4) 

3. Minimal elements Min(X,P) = {x: x  X, 

 there is no y  X, such that y < x}     (5) 

-282-



Isolated, minimal and maximal elements are of general interest as they are the extreme 

objects. Often a ranking is performed just to find the top- and bottom elements. 

f. Chains: Let C  X, if all x, y  C obey (1) then C is called a chain.  (6) 

g. Antichain (AC): Let AC  X, if for all x, y  AC is valid x ǁ y,  

then AC is called an antichain       (7) 

Chains are subsets of objects for which a complete ranking can be obtained, without 

the need of an aggregation of indicators to a one-dimensional ranking scalar (“vertical 

analysis of  the Hasse diagram technique). 

Antichains are of interest, because here conflicting objects are displayed. Usually one 

is interested in the indicators which cause the conflict, see [24].  

h. A weak order is a binary relation, which is reflexive, complete, and transitive in 

contrast to a total order that further requires antisymmetry. Because antisymmetry in 

not required, a sequence of objects may have ties, such as the weak ordered set {a, b, 

c, d} may be represented as a < b  c < d. 

i. Matchings of two posets: Let x, y  X. Let  be a symbol for the relation between x 

and y, i.e.  may be taken from the set {<, >, ǁ, }. When two posets are to be 

compared, it can be done by checking x 1 y for the first and x 2 y for the second 

poset. There are 16 different combinations such as <<, <>, ><, ǁ< , etc. possible. These 

16 combinations are called matchings  which can be condensed to five typical 

outcomes, such as “isotone” (<< or >>), “antitone” (<> or ><), etc. (see below). See 

for further details [3]. A simple method to determine the proximity of two posets is to 

count coincident matchings when all objects of X are mutually compared in poset 1 

and in poset 2.  

 

2.3 Basic remarks concerning fuzzy posets and ELECTRE III 

Fuzzy posets 

The core of fuzzy posets is that the <-relation is replaced by a fuzzy inclusion relation, by a 

matrix of subsethoods SH(x, y) describing as to how far x < y. The needed approach is 

described by [25] is given as follows: Once again any logical difficulty is avoided, when it is 

assumed that the scaling level of indicators is a metric one. Then the fuzzy subsethood SH(x, 

y) between x and y is: 
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If the nominator equals 0 then SH(x, y) is set to 1. 

 

The resulting matrix SH among all pairs of objects does not necessarily describe a partial 

order. There are several steps necessary (see [25-28]) to get a matrix Rpre which fulfills the 

axioms of a partial order relation.  As usual, one of the central steps (as in any fuzzy 

approach) is the final defuzzification. After the defuzzification the resulting matrix has only 

entries 0 and 1 according to a user determined -cut (Eq. 9). 

 

The entries of matrix Rpre are called  ri,j  (0,1] (in former publications also ). These entries 

describe the subsethood (near 0, no subsethood, near 1 almost a complete subsethood). Eq. 9 

describes the role of the user given -cut, by which a crisp matrix R is obtained. 

 



 


otherwise

cutrif
R

ji

ji
0

1 ,

,


         (9) 

Lowering/enlarging the -cut means that larger/smaller data differences are tolerated to get 

equivalence classes. The list of the entries of Rpre ordered for increasing values is helpful 

information for the user to find his -cut. By incorporating objects into equivalence classes 

the number of x  y -, as well as of x ǁ y - relations is reduced. By applying the fuzzy poset 

concept the main interest is in the reduction of the incomparability relations. A direct relation 

of the -cuts to the numerical noise in data is not possible. Therefore other attempts as a 

fuzzy-like Monte-Carlo-simulation [29] or hierarchical cluster analysis [15] are of interest. 

The methodological advantage of the fuzzy poset concept is that tolerating or not of numerical 

differences is not necessarily related to the statistical concept of noise.  
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ELECTRE III 

As PROMETHEE [22], ELECTRE III is a MCDA-method aiming at a one dimensional 

scalar, by which a ranking of the objects can be performed. ELECTRE III is one method out 

of a family of methods, known as “ELECTRE family”. There are numerous descriptions of 

ELECTRE III (and its variants) [6, 18, 19] may serve as selected references on this theme. 

Important in the context of this paper is the brief discussion of the parameters of ELECTRE 

III. An elaborate description can be found in [20]. 

 

1. Indifference: Numerical differences of indicator values may be considered as 

irrelevant. They are considered as irrelevant when the absolute difference of 

indicators is less than a certain limit, which can be specifically selected for each 

indicator and for each object (within the simplified ELECTRE-module of PyHasse 

the relation to the objects is suppressed); 

 

thus, indifferent  if: kiygyqxq iii ,...,1,),()()(       (10) 

 

which means that with respect to the i
th

 indicator the two objects x and y are 

equivalent: x  y. 

2. Significance: A preference between two objects can be clearly stated, when the 

absolute difference of indicator values exceeds a certain limit. This limit can be 

selected separately for each indicator and for each object (once again in PyHasse the 

dependency on objects is suppressed). Indicator values larger than the indifference 

and less than the significance level are mapped linearly onto a new scale.  The 

significance degree (pi(y) is given as 

 

kiypyqxq iii ...,1),()()(         (11) 

 

then with respect to the considered indicator qi, the object x is to be preferred over y, 

i.e.  x > y. 

When the difference of the i
th

 indicator for x and y is less the significance level pi(y), 

then a linear interpolation is performed, when the concordance ci(x,y) is to be 

calculated.   
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3. With help of (1) and (2) a concordance ci(x,y) is defined, which describes the 

preference of x over y with respect to the i
th

 indicator. 
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 By introducing the weights wi the concordance index c(x,y) is found: 
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4. By the steps 1-3 the degree of  the preference of object x over y, c(x, y), or the 

degree of the preference of object y over x, c(y, x), can be stated. In ELECTRE III a 

discordance is defined, to express as to how far the preference y over x can 

outbalance that of the preference x over y. In order to describe the discordance a new 

parameter, the parameter veto, vi, is introduced. The veto depends on the indicator 

actually considered and the object. As in the steps 1-2 the dependence of the 

parameters vetoi on objects is suppressed.   

 



















otherwise

xpxqyqif
xpxv

xpxqyq

xvxqyqif

yxd iii

ii

iii

iii

i

0

)()()(
)()(

)()()(

)()()(1

),(     (14) 

 

 When there is an indicator, which favors y over x strongly, then the discordance 

gets its maximal value. In other cases a linear interpolation with the minimal value = 

0 is applied to calculate the discordance indicator. 

5. Weights: To get the final outcome the scaled preferences are combined by means of 

weights. The weights are associated with each single indicator. Due to [6] the 
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unwanted compensation effect is somewhat reduced in ELECTRE III in comparison 

to the compensation effect when linear weighted sums are considered. 

6. Concordance index ci(x, y) and discordance indices di(x, y) are combined to obtain 

the credibility index s(x, y) which varies in the range [0,1]. The value s(x, y) = 1 

expresses a strict preference of x over y , taken all significance, indifference, 

weights, and veto-values into account. In that sense ELECTRE III is a fuzzy method, 

as values less 1 are possible too.  

 


 




Di

i

yxc

yxd
yxcyxs

),(1

),(1
),(:),(        (15) 

 

),(),(:, yxcyxsthenDi   

 

The set D is the set of indicators. where di(x, y) > c(x, y). 

When di(x, y) gets it maximal value for all i, then the role of the veto is, to overrule 

c(x,y) because then s(x, y) = 0. 

7. From the matrix s(x,y) the row- and column sums can be calculated. The row sum 

expresses the dominance of x over y, whereas the column sum the dominance of y 

over x is expressing, i.e. the sub-dominance of x in comparison to y.  The final 

matrix is in ELECTRE III analyzed by a stepwise selection process which ends up in 

a ranking index. Here, instead the dominance and sub-dominance vectors Dom, Sub 

are calculated. Most often dominance and subdominance do not lead to conflicts. 

Hence, if x is very dominant over y, then y is very weakly dominant over x.  

However, in some times conflicts appear, therefore both vectors correctly oriented, 

for example Dom(x), S’:= max( Sub) - Sub(x), can be considered as an ELECTRE-

MIS system and can once again analyzed by a partial order. In the following, the 

MIS evaluated by fuzzy partial order is compared with the two-indicator system 

Dom(x), S’(x) as the outcome of ELECTRE III. 
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2.4 Software PyHasse 

Based on the free available interpreter programming language Python (Python vs 2.6), the 

first author developed a software package, called PyHasse. “Py” stands for Python, and 

“Hasse” stands for the mathematician Helmut Hasse, who made Hasse diagrams and partial 

order popular [30]. PyHasse now includes more than 100 specialized programs (see [31]). In 

the future PyHasse will be available in two versions:  A package, including some selected 

(simplified) modules, which will be accessible through the Internet (and which are based on 

Python 3.4), and a version, considered now as an expert version, containing all modules, but 

only available on request and dispatched by compact discs.  Both PyHasse variants will be 

developed further according to actual tasks and demands. 

 

2.5 Hasse diagram and some results of the PBT-substances 

Application of Eq. 1 leads to a poset that can be visualized by the Hasse diagram is shown in 

Fig. 1. 

 

Figure 1. Hasse diagram of the 12 PBT-substances [1].  Indicators are Persistence, Bioaccumulation 

and Toxicity (PyHasse software). 

 

In [2,15] details were presented, which can be drawn from the inspection of Fig. 1. In graph-

theoretical terms the Hasse diagram has a structure, see for example the subset {DDT, DDE, 

ALD, DDD} which has no order theoretical connection with {HCL, DIE}, whereas the set 

{DDE,DDD} has no order theoretical connection to {HCB, HCL, MEC, DIE, PCN, PCP, 

LIN} i.e. to almost all others. It is important to note that any decision support system mapping 

the set of indicators onto one ranking index will lose this specific information as the only 
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graph-theoretical structure is that of a single chain. We note that the count of 

incomparabilities of the poset, visualized in Fig. 1 equals 31.  

 

Evaluation, as presented here, is based on data, even of different scaling levels. However, 

when indicators have the same scaling level (implying a metric) as it is the case in the study 

discussed here, it is justified to classify data conflicts, where the numerical data differences 

are small as non-existent. In contrast one may search for data profiles which are strikingly 

deviating from the others. 

    

3 View into incomparabilities 

 

3.1 Fuzzy partial order 

The data of Sailakhanauly [1] are columnwise normalized, while the fuzzy analysis is 

performed with the module fuzzyHD16_1.py of PyHasse. The mathematical background is 

explained in [28]. In Table 2 the entries of the matrix Rpre,i.e., the matrix elements ri,j, sorted 

for increasing values,  are shown. For the defuzzification to get a crisp partial order these data 

can be helpful to select appropriate -cuts. For example, different -cuts, taken from an 

interval between two subsequent values of the matrix elements of Rpre will not lead to 

different partially ordered sets. On the other hand at intervals of subsequent matrix entries, 

which are very small only a careful selection of an -cut will render a relevant result.  

 

Table 2: Values of the Rpre-matrix, ri,j see section 2.3, ordered for increasing values. 

0.102   0.537   0.572   0.586   0.625   0.67   0.704   0.708   0.75   0.771   

0.783   0.819   0.838   0.871   0.877   0.897   0.898   0.911   0.941   0.959   

0.96   0.962   0.969   0.988   0.993   0.997   1.0    

 

 

We first perform a defuzzification at -cut = 0.9 which means that 10 values of Rpre, those > 

0.9, gets the value 1. By this selection we are close to the original data, i.e., even relatively 

small numerical differences are not ignored (Fig. 2), nevertheless it cannot be expected that 

the original Hasse diagram (Fig.1) will be obtained, applying Eq. 1 directly on the 

(normalized ) data. 
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Figure 2. Hasse diagram based on the defuzzification at 0.9;  

no nontrivial equivalence classes, i.e., K = 0 (Eq. 2).  

Note, there is an artificial overlap of edge (PCP, DIE) 

and the vertex PCN. In reality PCN ǁ PCP. 

 

In comparison to the Hasse diagram shown in Fig. 1 the number of incomparabilities is 

reduced (now 17 incomparable pairs of representative elements), the graph gets a more “slim” 

appearance, with now 6 levels. It is further noted that now DDE and DDD are comparable to 

many other chemicals. A further relaxation (Fig. 3) by selecting the -cut at 0.75 (more or 

equal than 19 entries of Rpre will become the value 1) leads to some nontrivial equivalence 

classes. 

 

 

 

Figure 3. Defuzzification at 0.75. Nontrivial equivalence classes: 

[ DDT, ALD], [DDE, DDD, HCB], [MEC, PCP]. K=10 (Eq. 2) 
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In Fig. 3 the partial order based on the representative elements has only two incomparabilities. 

Hence it can be seen that the fuzzy concept is an efficient method to reduce incomparabilities, 

without forcing them to disappear, as in most MCDA-methods. Now, the chemicals DDE (and 

DDD as an element of the equivalence class, represented by DDT) are only incomparable with 

DIE. 

 

An even further relaxation to a defuzzification at -cut = 0.7 leads to a total order LIN < PCN 

< MEC < DDE < DIE < DDT < CHL within the set of representative elements. With respect 

to the complete set X the obtained sequence is a weak order, because there are nontrivial 

equivalence classes: [DDT, ALD], [DDE, DDD, HCB], [MEC, PCP], [DIE, HCL]. 

 

Defuzzification at 0.6 leads to a weak order with respect to the set X: LIN < PCN < MEC   

PCP < DDE  DDD  DIE  HCL  HCB < DDT  ALD  CHL, K = 28 (Eq. 2).  

 

As can be seen by inspecting Figures 2 and 3 the number of incomparabilities is drastically 

reduced, when the -cut is decreased. When -cut gets values such as 0.7 or 0.6 even no 

incomparability appears, we get weak orders, related to the object set X. 

 

3.2 Application of ELECTRE III 

The PyHasse module applied for this part of the study is electresimpl6_3.py 

We selected the following parameters: 

 

 indifference level for all three indicators: 0.1 

 significance level for all three indicators 0.2 

 veto-level for all three indicators: 0.2 

 weights: 0.33,0.33,0.34, e.g., virtually equal for the three indicators 

 

Starting from the columnwise normalized data matrix of [1] the result is shown in Fig. 4. 
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Figure 4. Result of a simplified version of ELECTRE III. 

Nontrivial equivalence class: [MEC, PCP] 

 

3.3 Proximity analysis 

The theoretical basis of the proximity analysis is briefly explained in section 2.2 and in more 

detail in  [3]. An application on human health can be found in [32].  

 

The software package PyHasse offers several modules to perform the proximity analysis, here 

the module similarity10_1.py. The results of the proximity analysis among the posets a) 

ELECTRE III and b) three outcomes of the fuzzy poset method are shown in Table 3. As 

mentioned in sect. 2.2 the results are in terms of the condensed quantities isotone, antitone, 

indifferent (not to be confused with indifference in ELECTRE III), weak isotone and 

equivalent. There are by r*(r-1), r being the number of chemicals (here: r = 12) relations 

possible, when all possible object pairs are considered (i.e. DDE, DDD) as well as (DDD, 

DDE)). 

 

The overall proximity is the sum of isotone and weak isotone, divided by the total number of 

possible relations, i.e., 12*11/2 = 66. (The consideration of (x,y) and (y,x) bears no new 

information with respect to the proximity calculation, therefore only r*(r-1)/2 comparisons are 

needed and counted as isotone, antitone, etc. ) 
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Table 3: Contribution to the five characteristics of similarity. 

 -cut = 0.9 -cut = 0.75 -cut = 0.6 

overall proximity 0.742 0.909 0.985 

incomparabilities, based on the object set 17 5 0 

Count of nontrivial equivalence classes 0 3 3 

K (Eq. 2) 0 19 28 

isotone, matchings such as: >>, << 48 56 52 

antitone, matchings such as: ><,<> 0 0 0 

weak isotone, matchings such as: >=, <=,… 1 3 12 

indifferent, matchings such as: ǁ>, ǁ<,… 17 6 1 

equivalent, matching: == 0 1 1 

 

 

4 Discussion 

 

4.1 Fuzzy posets as substitute for ELECTRE? 

First of all it can be seen that there are no conflicts in the order-relations. That means there is 

no contribution to antitone; it cannot be happen that the outcome of ELECTRE states x > y, 

whereas the outcome of fuzzy partial order states x < y. 

 

The above described overall proximity (isotone+weak isotone)/(r*(r-1)/2) is only a measure 

for a first orientation. As can be seen (Table 3) this number, not surprisingly, increases with 

decreasing -cut. Decreasing -cuts are causing larger and larger equivalence classes, until 

finally the chemicals are all in one equivalence class. Hence, the overall proximity 

unambiguously tends toward the value 1. More differentiated information is the contribution 

to isotone. Here it can be seen that this contribution does not increase with decreasing -cuts. 

Instead isotone is reduced, when -cut = 0.6, because too many equivalences in the fuzzy 

poset appear. Consequently, taken these three -cuts, the best coincidence is obtained, where 

isotone gets its maximum. Here the maximum among the three cases is found at -cut = 0.75. 

The overall proximity is still > 0.9 which is considered as a good coincidence between the 
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MCDA-method ‘ELECTRE’ and the fuzzy-poset method. The inspection of Table 3 shows 

clearly that only the parameter (in fact the only parameter) -cut was varied in the case of the 

fuzzy-poset method, whereas ELECTRE allows the variation of the 12 parameters (cf. section 

3.2). It is completely clear that for example extreme weighting schemes, which may often be 

pretty subjective,  which favors one indicator on the expense of the other two, a good counter-

part could not be found in the fuzzy-poset - method, as by the very definition, the attributes 

cannot combined by weights in an obvious and simple manner.  

 

Hence, a fair comparison of ELECTRE with fuzzy posets needs at least equal weights, which 

still leaves 9 parameters that potentially could be varied (cf. 3.2). Due to the same reasons, a 

differentiation of one parameter type, say for example ‘indifference’ with the indicators is not 

appropriate. Thus, in fact ELECTRE III, in order to be compared with fuzzy-poset-methods 

can only be varied, taking the same different values of indifference, significance and veto for 

any indicator, i.e., three parameters.  

In a future study further combinations in the sense described here will be studied. However, 

this is outside the scope of the present study. 

 

We may now pose the question: Is the possibility to model decision situations by three 

parameters better than that given by the fuzzy-poset method, where only one parameter, -cut, 

can be varied? Unambiguously, the answer is bivalent. When an appropriate statistical 

analysis can be performed leading to an idea about what indifference and significance and 

veto should be, then ELECTRE is clearly a model, where this knowledge can be modeled. 

Thus, in such case a decision based on ELECTRE has a firm basis. Otherwise, any reduction 

of arbitrariness should be an important aspect. In that sense the fuzzy partial order method 

offers possibilities, which should be applied, when the (statistical) background knowledge is 

poor. In [33, 34] suggestions are made how to find an optimal -cut, nevertheless here still 

much research is needed.   
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4.2 Is the concept of partial order still needed in order to perform MCDA? 

The above discussion (Section 3) was devoted to reduce the role of incomparability in 

different ways. 

 

Applying ELECTRE III , albeit in a simplified version most of the objects could be given a 

certain rank (see Fig. 4).  Although Roy [35] makes clear that the graph theoretical 

representation of the partial order is an important step within the ELECTRE-family and 

although PROMETHEE I ends with a partial order [19], the main purpose of MCDA-methods 

is to “squeeze out” a total order in order to facilitate or at least support decision making.  

 

So, why partial order, where incomparabilities will appear? 

Even if we could argue that many MCDA methods require a high scaling (quantitative) level, 

whereas partial order in general is not restricted on indicators having a high or the same 

scaling level, we cannot use this argument in the study presented here, as we here have 

quantitative data, which allow defining distances etc. So we can sharpen the question to ‘Do 

we need partial order when the entries of the data matrix are quantitative data?’  We will 

argue ‘yes’. The point of view by partial order is that of an analysis of an evaluation. We want 

to see the conflicts, and then to analyze them, we want to see the chains, which display 

objectively (at least if the data matrix is objectively designed) total orders of subsets of X.  

We want to see and understand why an object to be evaluated has a position in terms of a 

vertical (rank oriented view) as well in terms of a horizontal evolution (conflict oriented 

view). This kind of twofold, but intertwined view is also typical for the well-known method of 

POSAC, [36-38] which in our eyes [39] should attract much more interest within the MCDA-

scene. 

 

When the poset’s visualization by a Hasse diagram is not helpful, because of the multitude of 

lines, then the aspect of why is an object located where it is can be investigated by  

 

 applying navigation tools 

 applying cluster analysis (hierarchical or e.g. kmeans [15] ) 

 applying fuzzy concepts as explained here. 
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If the Hasse diagram is not helpful, because the fraction of incomparable pairs is 

overwhelming, then it is helpful to  

 

 check the data matrix as explained by [40],  especially check as to how far too much 

information is paralyzing the decision. 

 sort out criteria whose indicators lead to conflicts with respect to all objects (problem 

of the correct orientation) , 

 perform partial order analyses with classes of criteria 

 or apply METEOR (see [3, 41,42] to trace back where weights are crucial in getting 

the final total order. 

 

4.3 Need of parameters in evaluation  

4.3.1 Non-fuzzy-methods  

Basically the Hasse diagram technique (HDT) does not need any parameters, once a data 

matrix is designed. As in statistical applications, where confidence limits are to be preselected 

by the user, in HDT limits must be defined to get further insights. So further analyses need 

parameters as explained in Table 4. 

 

Table 4: Parameters useful for procedures beyond HDT 

Parameter Tasks Module of 

PyHasse 

Remarks References 

f control of 

distances  

incompposet “pecularity of data 

profiie” 

[2] 

 control of the 

numerical 

differences of 

incomparable 

objects 

scan_incomp “Which object pair 

and which indicator 

pair have a conflict 

 

[2] 

cut-level hierarchical 

cluster analysis 

dendrogram4 determines which 

partition can be 

selected and hence 

which transversale 

can be defined 

[15] 
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4.3.2 Method of Fuzzy-posets 

This method, which specifically intends to avoid hard yes/no - decisions with respect to x < y, 

x = y, or x>y, needs the parameter -cut, which can be interpreted as degree of exactness, to 

which the data can be attributed. So if -cut = 0, then any numerical value is unimportant, 

whereas if -cut = 1, any known digit is of importance and is mapped into the position of 

objects in a Hasse diagram. In any case there is a single parameter governing the output of the 

PyHasse module. In contrast the MCDA tools (for a review, see [6, 19]) starting from a given 

evaluation matrix (data matrix) needs many parameters: 

 

 weights (as for example in PROMETHEE,ELECTRE, weighted sums) 

 parameters determining the form of local preference functions (PROMETHEE) 

 parameters describing indifference, significance, veto and credibility.  (ELECTRE)  

 

Hence HDT is not only parameter free (in the sense of does not require a distribution 

characteristic) but also ‘economical’ with respect to parameters. 

 

4.4 How do we locate HDT with respect to MCDA and conventional 

multivariate statistics 

First of all, HDT is pretty new in comparison to the both other methods. MCDA goes back to 

Borda and Condorcet 18
th

 century [6], statistics has its roots with Laplace in the 18
th

 century 

too, albeit cluster analysis and principal component analysis have remarkable younger 

birthdays (whenever it is possible to date these techniques). Partial order was firstly 

investigated by Dedekind, who called  partially ordered sets “dieder-gruppen” (German). 

Birkhoff and Hasse made partial order popular [31, 43]. Patil and Taillie seem to be the first 

which apply Eq. 1 to get data-driven posets [45,46]. Halfon applied Eq. 1 to environmental 

chemical [47] and even earlier to a classification of mathematical transport and behavior 

models [48]. In Halfon’s papers the evaluation aspect was in the focus. Ranking as a tool to 

evaluate objects is clearly the main result in many MCDA-methods, whereas ranking is not in 

the focus of conventional multivariate statistics, albeit they are very helpful to deduce 

evaluations. See instance Lindgren, [49] who applied PCA to derive a ranking of chemicals. 

As in MCDA the concept of incomparability does not play a role, it can be observed “on the 

fly” but is not an aim per se. Hence, from the point of view of HDT, Hasse diagrams, which 
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are complete orders (i.e. all objects are in a chain) allow a quick evaluation but do not have 

metric information. In Hasse diagrams where antichains are dominant such that no direct 

conclusion is available the questions should arise: 

 

 Are the indicators well selected and adequate concerning the problem? 

 Are numerical differences important, even if they are small?  

 

An answer on both questions with “no” means that the design of the MIS should be improved. 

Most informative are those Hasse diagrams which incorporate chains as well as some 

incomparabilities. In that case we are talking about a “structure “ of the Hasse diagram and 

only in that case methods as described here can be applied in a meaningful manner. So we see 

HDT as an increasing field in the intersection of multivariate statistics and MCDA-methods, 

where the ranking and the indicators in their role for a ranking can be studied.  

 

5 Conclusions and Outlook 

In this paper the huge space of parameters to be applied on ELECTRE III was drastically 

reduced by  

 

1. letting the indifference, significance and veto-parameters being independent on the 

indicator values of the objects and 

2. let all parameters of the four types (indifference, significance, veto, weights) being the 

same or almost the same for all indicators  

 

It is clear that by this procedure of defining the ELECTRE parameters we lose all possibly 

important freedoms to model a decision problem. Instead this paper is focused on the role of 

the -cuts and on the question as to how far the fuzzy posets are not in contradiction to the 

ELECTRE III results. Not surprisingly that defuzzification was the best, which lets only five 

incomparabilities and only few nontrivial equivalence classes. It can be stated that if no 

preferences among the indicators are formulated (equal significances, indifferences, veto-

values, weights) then the fuzzy poset approach is able to reproduce the order relations found 

by ELECTRE III.  
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Nevertheless two main questions remain open: 

 

1. Can we relate the -cuts with certain statistical measures of uncertainty or noise? and  

2. What happens if the restrictions 1. and 2. are relaxed?  

 

As already mentioned, it is the very nature of the partial order approach not to need to define 

preferences among the indicators. So the question is not, how good can the fuzzy approach 

model the ELECTRE approaches, but at which parameter - constellation of ELECTRE III the 

fuzzy approach taking all indicators into account will fail (measured by an properly defined 

quantity). 
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