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Abstract
The absolute aromaticity formulation based on the comparison between the 
pre-bonding stage of atoms-in-molecules and the post-bonding stage of 
molecular orbitals is advanced. The specialized electronegativity and 
chemical hardness- based absolute aromaticity indices are proposed within 
various computational schemes of compact finite differences of frontier 
orbitals up to the spectral-like resolution, with the scales trends established 
through their popular reactivity principles, respectively. The reliability of the 
obtained aromaticity scales was tested throughout the consecrated 
geometrical, topological, energetic (including thermodynamic), and magnetic 
criteria on a paradigmatic set of benzenoid hydrocarbons. The Mulliken 
electronegativity-based aromaticity scale was found to correlate best with 
exaltation of magnetic susceptibility, whereas for the chemical hardness the 
fashioned HOMO-LUMO gap description of aromaticity was improved 
towards its second and third order differences that prove superior agreement 
with aromaticity scales based on topologic analysis. The best correlations 
found in modeling the aromaticity criteria by the chemical hardness-based 
schemes of computations advocate considering further the associate hard-
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and-soft acids-and-bases and maximum hardness principles as main tools for 
assessing chemical reactivity and molecular stability.         

  
1. Introduction 

The aromaticity concept and its evaluation has always been one of the oldest 

problems of chemistry that has yet to be solved.  The subject has extended over 

almost two centuries since 1825, when Faraday discovered the so-called “bicarburet 

of hydrogen”, then consecrated as benzene by Kekulé’s 1865 works [1], who 

advanced the aromaticity phenomenon as being responsible for the observed extra-

stability of certain cyclic non-saturated compounds.  

The history of aromaticity is reach and exciting and among many pioneering 

contributions to its description, there are some worth remembering: for example, 

those of “three electrons in each CC region of benzene” of Thomson (in 1921) [2], 

then segregated into the �-� quantum contributions by Hückel (in 1930) [3], and the 

thermal and photochemical rules of aromaticity and anti-aromaticity of Doering and 

Detert (in 1951) [4]; other specific structural properties such as continuous 

conjugation [5] and planarity [6] were initially admitted, then relaxed [7] even for the 

assumed planar referential aromatic molecule of benzene [8]. Recently, aromaticity 

has been extended to all metal molecules [9], emphasizing the geometrical and 

reactivity description as feasible tools for assessing its features.  

As far the geometrical side is concerned, the CC bond length variation in the 

molecular area leads to the Julg and Françoise (1967) aromaticity index [10], whereas 

when improved by stereochemical optimization it produces the harmonic oscillatory 

model based aromaticity (HOMA) of Krygowski (in 1972, 1993) [11]. Instead, when 

combined with the resonance energy the so-called topological indices have been 

advanced for describing aromaticity through the conjugated circuits of Randi� and 

simultaneously of Gutman et al. (in 1977) [12]; they have recently been generalized 

for accounting the limit Kekulé structures by the topological resonance energy  index 

of Aihara et al. (in 2005) [13], or through introducing by Tarko (in 2008) of the 

aromatic range for the bond orders’ values and the aromatic zones for the topological 

paths in what was called the topological paths and aromatic zones (TOPAZ) algorithm 

[14].  

Going to the reactivity modeling of aromaticity, the fruitful direction of 

molecular topological description was ultimately employed to reflect an aromatic 
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electrophilic substitution reaction for the most favorable energetic position in a 

molecule by introducing the topologic index of reactivity (TIR) by Balaban et al. (in 

1985, 2005, and 2008) [15].  

On the other hand, by using the “primitive patterns of understanding” reactivity 

[16], the modern density functional electronegativity (&) [17] and chemical hardness 

(*) [18] formulations as the first and second derivatives of the total (or valence) 

energy (E) of a system respecting the associate number of electrons (N) under 

constant potential influence V(r) 

)(rVN
E

�
�
�

�
�
�
+
+

�&     (1) 

)(
2

2

2
1

rVN
E

��
�

�
��
�

�
+
+

�*     (2) 

have been related by Chattaraj et al. (in 2007) with aromaticity [19] in the light of 

their principles, especially those regarding Pearson’s hard-soft-acid-base [20] and the 

maximum hardness [21] ones.  

Yet, for most of these approaches, either energetic, geometric, reactivity, or of 

their combined pictures, the aromaticity concept is viewed in terms of a global or 

local index as the difference between its value for the structure under investigation 

and that observed/computed for some referential compound or state [22]. This seems 

natural since aromaticity is attributed the stability measure of a molecular sample – 

therefore providing a relative scale – a behavior considered by Katritzky et al. (in 

1998, 2002) [23] as a “multidimensional characteristic”.  

In this context, the present approach makes one further step in assigning 

aromaticity an absolute framework based on electronegativity and chemical hardness 

molecular indices by replacing the tested–to–referential molecule difference with the 

atoms in molecule–to–the same molecule’s frontier orbitals difference scheme of 

computation. Then, obtained aromaticity scales are to be compared with those based 

on various physico-chemical consecrated models.    

 

2. Reactivity-Based Absolute Aromaticity  
To introduce absolute aromaticity, two ways of expressing electronegativity and 

chemical hardness will be presented: one has its roots in the atoms-in-molecules 
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reactivity principles and the other employs their density functional definitions into the 

compact finite differences of frontier-orbitals energies of higher orders.  

 
2.1. Electronegativity of Atoms in Molecule 

Since the electronegativity is ultimately identified with the negative of the chemical 

potential because based on the same working definition – see eq. (1) [17a], its 

molecular level can be established within the reactivity picture in which the (valence) 

electronic (fluids) of the adduct samples are interchanged until the equalization of 

their separated chemical potential into the unique molecular one is established. This is 

the phenomenological base for what is known as the electronegativity equalization 

(EE) principle of atoms in molecule(s) (AIM) [24]. 

Quantitatively, the AIM electronegativity is generalized from the working 

formulation of the diatomic A-B molecule at equilibrium [17b,17c,18c,18e,24] 

BA

ABBA
AB **

&*&*&&
�
�

��     (3) 

that displays a sort of global chemical hardness normalization (at denominator) for the 

mixed terms of reciprocally combined electronegativity of one atom with the 

chemical hardness of the other in bonding (at nominator). Such shape of the equalized 

electronegativity of AIM has meaningful consequences in reactivity: (i) the 

denominator contribution shows that the molecular system is stabilized when the 

molecular electronegativity is minimized by the maximized chemical hardness, 

leading with the indirect necessity the chemical hardness is maximum for less reactive 

systems; (ii) the nominator contribution tells that the bonding may be modeled by the 

competition result between the two opposite tendencies of atomic reactivity, i.e. that 

coming from the propensity (electronegativity) of one atom (say A) on the electrons 

belonging to the partner B-atom, while being this action modulated by the resistance 

(the counter action) of the chemical hardness of the B-atom in bonding.  

Yet, the form of eq. (3) is not susceptible to explicit generalization to many 

atoms in molecule, unless a close relation is obtained in atomic electronegativities 

only. This may be achieved through considering a sort of universal invariant , that 

transforms electronegativity into the chemical hardness effect at whatever level of 

electronic complexity, atoms and molecules (here represented for paradigmatic AB 

bonding by AB&  and AB* ) 
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AA *,& � , BB *,& � , ABAB *,& �    (4) 

Such transformation is formally justified by observing from eqs. (1) and (2) the 

general relationship between electronegativity and chemical hardness 

-� dNNV ][2)( *& r     (5a) 

In turn, eq. (5a), rewritten within derivative fashion 
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is in agreement with the physical force-potential VF .�  paradigm of chemical 

reactivity: if electronegativity is equivalent with the minus of chemical potential, its 

further derivative behaves like the chemical force that is the chemical hardness.  

Now, adopting the electronegativity – chemical hardness transformations of 

eq. (4) the AIM electronegativity of eq. (3) rewrites only with the atomic 

electronegativity contributions 
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that permits the direct generalization to the polyatomic molecules [25] 
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where the total atoms in molecule nAIM is the sum of the nA atoms of each A-species 

present in the molecule  

AIM
A

A nn ��      (8) 

Of course, at this point one can immediately write down the companion AIM 

chemical hardness formulation by using the transformations of eq. (4) upon the AIM 

electronegativity of eq. (7). However, because of the ansatz nature of eq. (4) we prefer 

to derive separately the AIM chemical hardness (see below) and to check it against 

the form derived from combined eqs. (4) and (7). 

 

2.2. Chemical Hardness of Atoms in Molecule 
For the atoms in molecules chemical hardness computing, one may consider its 

inverse connection with chemical softness [18, 26]  
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since the advantage of evaluating the propensity to reactivity than the resistance to it. 

As such, for a multi-atomic system the chemical bond is appropriately represented by 

the direct overlapping of all involved atomic electronic clouds’ deformations (directly 

related to softness), yielding the molecular softness simply as [27]    

��
A
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On the other hand, each of the AIM softness in eq. (10) is contributing to the 

molecular one through a specific index of reactivity called the Fukui function (fA) 

[18c, 26d] 

MAA SfS �      (11) 

that measures the local modifications of the atomic frontier orbital/density toward 

exchanged electrons in molecule [28] 
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Now, when noting in eq. (12) the atomic Fukui function dependence on the 

functional derivative of the respective (atomic) electronegativity, in formal agreement 

with the chemical hardness – electronegativity relationship (5b), there appears that the 

atomic Fukui functions regulates the atoms-in-molecules chemical hardness by 

playing the role of the coefficients on the linear molecular chemical hardness 

expansion over the atomic contributions [18a-c, 26]  

��
A

AAM f **     (13) 

Eq. (13) can be further elaborated when replacing the atomic Fukui functions 

of eq. (11) with the help of eq. (10) 
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providing the softness-hardness formulation of AIM hardness, 

�
�
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A
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A
AA
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that constitutes the counterpart AIM hardness equation for what eq. (3) represented 

for AIM electronegativity. However, there are two major differences: (i) it is directly 
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obtained in the generalized poly-atomic form; and (ii) it couples at nominator the 

softness and hardness reactivity indices belonging to the same atom in molecule, and 

unmixed atomic terms as previously noted. At the same time, the denominator of eq. 

(15) reaffirms the already pointed fact that chemical hardness approaches a maximum 

value when the chemical bond is stabilized/optimized among the adducts. This is here 

confirmed by the natural necessity the molecular softness (10) is minimum in (15), 

since modeling the minimum overlap of the atomic frontier orbitals of the 

participating atoms in bonding. This is also natural since the chemical bonding is seen 

as a perturbation in atomic configuration when entering a molecular combination so 

that only the valence region is affected, and not the core level (that would be 

nevertheless impeded by the nuclear reciprocal repulsion). Thus, also the softness 

approach accords with maximum hardness principle of reactivity and bonding. 

Finally, when softness-chemical hardness transformation (9) counts in eq. (15) 

it produces the working formula for AIM chemical hardness 

�
�

A A

A

AIM
AIM n

n

*

*     (16) 

which happens to have the same analytical form as that found for the AIM 

electronegativity, see eq. (7). At this point, one could say that since the eq. (16) may 

be directly derived through applying the transformation (4) upon the electronegativity 

result (7) they should both be valid and appropriate for further applications. 

Nevertheless, it is obvious that AIM chemical hardness and electronegativity, 

although somehow related, may be regarded as different (complementary) approaches 

of reactivity, a matter that will also be studied with regard to the aromaticity concept.    

 

2.3. Compact Finite Difference for Electronegativity and Chemical 
Hardness

Beside the atoms-in-molecule approach, it is possible to express directly molecular 

electronegativity and chemical hardness by employing their basic formulations (1) 

and (2) by their approximation as compact finite differences. This procedure uses the 

molecular frontier orbitals and is based on differential expansion of the energy around 

its isolated value to account both for the electrophilic (electrons accepting) and 

nucleophilic (electrons donating) states.    
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Actually, when the parabolic form of the energy vs. electronic number 

dependency is assumed [17c, 18c], the derivatives of eqs. (1) and (2) may be 

accurately evaluated through considering the states with N-3, N-2, N-1, N+1, N+2, 

N+3 electrons, whereas the derivatives in the neighbor states will be taken only as 

their most neighboring dependency. This way, the working formulas for 

electronegativity will be:    
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and respectively for the chemical hardness as [20c] 
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where the involved parameters discriminate between various schemes of 

computations and the spectral-like resolution (SLR), see Table 1  [20c, 29, 30].  

Next, the eqs. (17) and (18) may be rewritten in terms of the observational 

quantities, as the ionization energy and electronic affinity are with the aid of their 

basic definitions from the involved eigen-energies of i-th (i=1,2,3) order 

1� � iNiNi EEI     (19a) 

iNiNi EEA �� � 1     (19b) 

As such they allow the energetic equivalents for the differences 
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and for the respective sums [20c] 
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being then implemented to provide the associate “spectral” molecular analytical forms 

of electronegativity  
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and for chemical hardness [20c]: 

29
1

4
1)21( 11

22222
AIcb��a
CFD


��
�

��
� ����  

          
4

)(2
9
2

2
1 22

22222
AI��acb 

��
�

��
� ���  

6
3

3
1 33

222
AIac 

��
�

��
� � 2    (23) 

-399-



 

Table 1. Numerical parameters for the compact finite second (2C)-, fourth (4C)- and 
sixth (6C)-order central differences; standard Padé (SP) schemes; sixth (6T)- and 

eight (8T)-order tridiagonal schemes; eighth (8P)- and tenth (10P)- order 
pentadiagonal schemes up to spectral-like resolution (SLR)  schemes for the 

electronegativity and chemical hardness of Eqs. (17) and (18) and the subsequent of 
their respective formulations: eqs. (22) and (23); (27) and (28) [20c, 29, 30]. 

 
Scheme Electronegativity Chemical Hardness 

a1 b1 c1 11 21 a2 b2 c2 12 22 

2C 1 0 0 0 0 1 0 0 0 0 
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899
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1798
79

 
899
334

 
1798

43
 

SLR 1.303 0.994 0.038 0.577 0.09 0.216 1.723 0.177 0.502 0.056 
 

It is worth remarking that when particularizing these formulas for the 

fashioned two-point central finite difference, i.e. when having 

0,1 11111 ����� 21cba  and 0,1 22222 ����� 21cba   of Table 1, one 

recovers the consecrated Mulliken (spectral) electronegativity [31] 

2
11

2
AI	 C

�
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and the chemical hardness basic form relating with the celebrated Pearson 

nucleophilic-electrophilic reactivity gap [18a-c]  

2
11

2
AI
 C


�      (25) 

already used as measuring the aromaticity through the molecular stability against the 

reaction propensity [15c, 19]. 

Finally, for computational purposes, formulas (22) and (23) may be once more 

reconsidered within the Koopmans’ frozen core approximation [32], in which various 
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orders of ionization potentials and electronic affinities are replaced by the 

corresponding frontier energies 

)(iHOMOiI 3�      (26a) 

)(iLUMOiA 3�      (26b) 

so that the actual working compact finite difference (CFD) orbital molecular 

electronegativity unfolds as 
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along with the respective chemical hardness formulation [20c]                                       
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Note that the actual CFD electronegativity and chemical hardness expressions 

do not distinguish for the atoms-in-molecule contributions, while providing post-

bonding information and values, i.e. for characterizing the already 

stabilized/optimized molecular structure towards its further reactive engagements. 

The difference between the atoms-in-molecule pre-bonding stage and the molecular 

post-bonding one constitutes the basis of the actual absolute aromaticity as it will be 

next introduced.   
 

2.4. Absolute Aromaticity 
Having clarified the atoms-in-molecule and (frontier) molecular orbital-based 

methods for computing the molecular electronegativity and chemical hardness, one 

can infer that they represent two different stages in bonding. This way, while the 

superposition of atoms in molecule belongs to the bond forming stage, being mostly 

dominated by their reciprocal attraction – driven by electronegativity equalization 
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principle of atoms in molecule [24], the reactivity based on the frontier orbitals, i.e. 

HOMO and LUMO states in different orders, merely addresses the post-bonding 

molecular stability that is governed by the maximum hardness principle [21].  

 

 
Figure 1. Heuristic representation of the concept of absolute aromaticity (for the 

benzene pattern) as the stabilization difference of a given index of reactivity between 
atoms-in-molecule and molecular orbitals bonding configurations. 

 

 

Now, it seems natural to compare the two stages of a molecular bonding, for a 

given reactivity index, which through their difference should reveal the excess 

chemical information responsible for the stability of that molecular system. In other 

words, by subtracting the already formed molecular orbital (MO) information �MO 

from that obtained by superposition of atomic information in bonding �AIM 

MOAIMA ���     (29) 

one yields the chemical information that characterizes the stability of the chemical 

bond itself – what is presently attributed to the absolute aromaticity. The absolute 

adjective comes from the fact the aromaticity degree is obtained by employing 

different presumably equivalent information regarding the same molecule, see Figure 

1 for a heuristic representation, and not by using two molecular systems – one tested 

and one referential as the custom definitions for the relative reactivity scales of 

aromaticity do [19].  

When the electronegativity index is considered in eq. (29) the 

electronegativity-based absolute aromaticity is obtained with the working form 
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CFDAIMA &&& �     (30) 

that in turn, can be further specialized when the AIM formulation of eq. (7) is 

combined with different compact finite differences schemes encompassed by the eq. 

(27), with the parameters given in Table 1. Regarding the aromaticity scale tendency, 

it will be established by appealing the electronegativity reactivity behavior. For 

instance, higher AIM electronegativity &AIM higher bonding propensity through the 

electronic flowing between atoms-in-molecule according to the electronegativity 

equalization principle; on the other hand, the formed molecule is as stable as posing 

the lower orbital molecular electronegativity &CFD that restricts its engagement in 

further electrophilic reactions. The result is that higher A& is associated with higher 

stability and aromaticity of the envisaged system.  

Instead, when chemical hardness based absolute aromaticity is particularized 

out of the general definition (29) with the help of AIM and CFD eqs. (16) and (28), 

respectively 

CFDAIMA *** �     (31) 

the aromaticity scale is reversed following the specific (previously presented) 

chemical hardness reactivity principle. That is, the formed molecular bond (orbitals) – 

once optimized – associate with maximum hardness *CFD (otherwise the binding 

process will continue until the maximum hardness stabilization of the final 

configuration will be reached anyway); on the contrary, the atoms-in-molecule state 

should be characterized by non-maximum chemical hardness value *AIM not to 

impede the bond formation towards its stabilized stereo-chemical configuration. All in 

all, it is clear that as A* takes lower values, it indicates more stable and aromatic 

systems. 

The introduced electronegativity and chemical hardness-based absolute 

aromaticity formulations (30) and (31) and ordering based on their chemical reactivity 

principles are to be in tested next for paradigmatic molecules and other aromaticity 

criteria.    

 

3. Application and Discussion
Although aromaticity has neither reached a definitive formulation nor a physical-

chemical criterion of orderability, the important historical contributions have 
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established so far the main directions a suitable scale has to be tested, namely the 

energetic, geometric (including topological), magnetic, and reactivity criteria.  

The reactivity criteria were previously formulated when minimum 

electronegativity and maximum chemical hardness features for molecular stabilization 

against electrophilicity were considered in assessing the maximum and minimum 

hierarchical tendencies for the associated absolute aromaticities, eqs. (30) and (31), 

respectively. In fact, it is this criterion that needs to be validated in comparison with 

the consecrated ones, described below. 

  The geometric (and some topological) criteria predict a more aromatic 

compound the higher the associate index provided. This is the case of HOMA [11] 

and TOPAZ [14] indices that for increased values assess the compound with more 

aromatic conjugated ring or molecular fragment/zone, paralleling the more 

delocalized �-electrons in question. Instead, the reverse hierarchy is assumed for the 

recent topological index of reactivity (TIR) that, since related with the molecular site 

where the maximum probability (entropy) in electrophilic substitution (i.e. 

destabilization of the aromatic ring or system) takes place, recommending lower 

values for higher aromaticity [15c].  

The energetic criterion of aromaticity is a classical one originating in the 

works of Pauling and Wheland [33], and is based on the resonance energy (RE) 

concept that was somehow twisted towards the difference between the �-electronic 

delocalization respecting a reference �-system without delocalization [34]; when 

reported per concerned �-electrons (PE) yields the REPE index [35] of whose 

magnitude estimates the stabilization energy and therefore the aromaticity degree 

[36]; in short: the higher REPE, the higher aromaticity is predicted. Closely related 

with the resonance energy is the thermodynamic stabilization criterion of energy: the 

more stable a structure is, the lower its heat (enthalpy) of formation 4fH
0. 

Quantitatively, the molecular heat of formation may be evaluated by the atoms-in-

molecule equation 

�4�4 0
atombinding

0
molecule HEH ff    (32) 

by subtracting atomic heats of formation from the molecule’s binding energy; In this 

regard, the heat of formation definition (32) and criterion parallel the chemical 

hardness-based absolute aromaticity index (31) phenomenology. It is therefore a 

useful measure for aromaticity and will be investigated next to complete the chemical 
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reactivity criteria. However, the practical quantum computations of these quantities is 

made by the semi-empirical methods based on neglecting of the differential 

(diatomic) overlapping (NDO) [37], especially the modified intermediate NDO 

(MINDO) [38], MNDO/3 [39], Austin Model (AM1) [40], and parameterized model 

no. 3 (PM3) [41] algorithms that are parameterized by fitting to experimentally 

determined heats (enthalpies) of formation for a set of molecules at 298 K. Yet, since 

for most organic molecules, AM1 reports heats of formation accurate to within a few 

kilocalories per mol respecting those experimentally measured [42] it will be assumed 

as the present computational framework in furnishing the heats of formation for the 

actual working set of molecules. 

The magnetic property belongs to the physical interpretation of aromaticity 

and is modulated by two popular indices. Once is the nucleus-independent chemical 

shift (NICS) index [43] that correlates the higher �-delocalization with the increasing 

of magnetization (vector) in the center of the aromatic ring (or at other concerned 

point of the system); consequently, the larger magnetization, the larger aromaticity 

will be. Instead, the exaltation of magnetic susceptibility [44], measuring the 

resistance to magnetization introduces the index (5) that takes lower values for higher 

stability and aromaticity, being usually reported as an extensive quantity, i.e. it is 

calculated per �-electron, as it is also the case with REPE index.    

The HOMA, TOPAZ, TIR, REPE, 4fH
0 and 5 indices and their aromatic 

scales for a series of representative benzenoid hydrocarbons are presented in Table 2 

[15c, 35]. In order to compare them with the actual electronegativity and chemical 

hardness-based absolute aromaticities the AIM electronegativity and chemical 

hardness values are first computed and reported in Table 2 based on eqs. (7) and (16), 

respectively; then, they were combined with the CFD counterparts for all schemes 

from Table 1 applied on eqs. (27) and (28) through employing the semi-empirical 

AM1 quantum mechanically calculation of the involved frontier orbitals and energies 

[45]; the resulted absolute aromaticities are presented in Tables 3 and 4, respectively. 

For a better visualization of the trends and particularities of the various 

absolute aromatic scales computed along the whole plethora of compact finite 

differences of electronegativity and chemical hardness, their linear correlations with 

the considered geometric, topologic, energetic, and magnetic aromatic scales are 

performed - with the correlation coefficients reported in Table 5. Table 5 furnishes 
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very interesting information on compatible aromatic scales as well as on 

electronegativity and chemical hardness behavior against aromaticity.  
 

Table 2. Aromaticity values for common benzenoid molecules by means of the HOMA 
[15c], Topological Paths and Aromatic Zones - TOPAZ [30], topological index of 
reactivity -TIR [15c], resonance energy per �-electron – REPE (6103[2]) [35], the 
heats (enthalpies) of formations 4fH0 [kcal/mol] at 298 K computed within semi-
empirical AM1 method [45], and exaltation magnetic susceptibility 5 [cgs-ppm] 

[15c] methods, along the atoms-in-molecule (AIM) electronegativity and chemical 
hardness values (in electron-Volts [eV]) computed upon eqs. (7) and (16), 

respectively, based on the constituting atomic values (&H=7.18eV; &C=6.24eV; 
*H=6.45eV; *C=4.99eV) [17d]. 

 
No. Molecule AHOMA ATOPAZ ATIR AREPE 4fH0 A5 &AIM *AIM 

Name AIM 
1 Benzene  C6H6 0.991 999.2 0.000 65 21.867 14.5 6.677 5.627 
2 Naphthalene  C10H8 0.811 616.2 0.252 55 40.346 29.6 6.626 5.548 
3 Anthracene  C14H10 0.718 585.0 0.571 47 62.606 45.5 6.600 5.510 
4 Phenanthrene  C14H10 0.742 520.3 0.318 55 57.128 41.4 6.600 5.510 
5 Pyrene  C16H10 0.742 561.2 0.585 51 67.003 59.2 6.571 5.466 
6 Naphthacene C18H12 0.670 579.4 0.638 42 86.550 62.2 6.585 5.487 
7 Benz[a]anthracene C18H12 0.696 522.4 0.568 50 77.853 55.2 6.585 5.487 
8 Chrysene C18H12 0.709 468.8 0.466 53 75.816 55.5 6.585 5.487 
9 Triphenylene C18H12 0.691 474.9 0.338 56 75.100 49.3 6.585 5.487 
10 Perylene C20H12 0.656 556.3 0.636 48 88.884 42.8 6.562 5.453 
11 Benzo[e]pyrene C20H12 0.690 501.6 0.589 53 83.569 66.9 6.562 5.453 
12 Benzo[a]pyrene C20H12 0.700 517.9 0.702 49 87.094 72.2 6.562 5.453 
13 Pentacene C22H14 0.644 578.7 0.739 38 111.377 79.9 6.575 5.472 
14 Benzo[a]naphthacene C22H14 0.660 531.4 0.631 45 101.026 70.3 6.575 5.472 
15 Dibenz[a,h]anthracene C22H14 0.683 482.0 0.558 51 93.725 66.6 6.575 5.472 
16 Benzo[b]chrysene C22H14 0.680 474.7 0.590 49 97.216 70.5 6.575 5.472 
17 Picene C22H14 0.697 444.8 0.497 53 93.866 68.6 6.575 5.472 
18 Benzo[ghi]perylene C22H12 0.707 502.0 0.629 51 90.866 79.8 6.542 5.423 
19 Anthanthrene C22H12 0.691 572.1 0.712 45 98.970 89.3 6.542 5.423 
20 Naphtho[2,1,8-qra]naphthacene C24H14 0.665 519.0 0.707 45 109.144 85.7 6.556 5.444 
21 Benzo[a]perylene C24H14 0.639 531.6 0.761 45 116.986 62.3 6.556 5.444 
22 Benzo[b]perylene C24H14 0.642 514.0 0.656 49 106.444 56.0 6.556 5.444 
23 Coronene C24H12 0.742 471.8 0.557 53 95.751 123.9 6.525 5.397 
24 Zethrene C24H14 0.623 581.9 0.759 41 116.923 45.5 6.556 5.444 
25 Benzo[a]pentacene C26H16 0.638 476.7 0.716 42 125.431 86.7 6.568 5.461 
26 Dibenzo[b,k]chrysene C26H16 0.661 476.2 0.579 46 118.894 85.9 6.568 5.461 
27 Naphtho[2,3-g]chrysene C26H16 0.657 451.4 0.616 51 131.680 76.2 6.568 5.461 
28 Naphtho[8,1,2-bcd]perylene C26H14 0.661 526.2 0.702 47 115.652 71.9 6.540 5.419 
29 Dibenzo[cd,lm]perylene C26H14 0.690 502.8 0.720 48 115.774 105.1 6.540 5.419 
30 Dibenzo[a,f]perylene C28H16 0.630 533.3 0.837 43 176.147 81.1 6.552 5.438 
31 Phenanthro[1,10,9,8-opqra]perylene C28H14 0.600 565.1 0.879 42 134.430 58.2 6.525 5.397 
32 Dibenzo[de,op]pentacene C28H16 0.620 602.0 0.856 38 144.619 48.4 6.552 5.438 
33 Dibenzo[a,l]pentacene C30H18 0.637 511.5 0.699 44 139.686 94.5 6.562 5.453 
34 Benzo[2,1-a:3,4,-a’]dianthracene C30H18 0.618 466.0 0.563 47 145.036 88.6 6.562 5.453 
35 Naphtho[2,1,8-yza]hexacene C32H18 0.636 532.5 0.790 40 157.696 116.5 6.549 5.433 

 
It is obvious that electronegativity-based aromaticity A&

CFD poorly correlates 

with almost all traditional aromaticity scales and criteria, except with the magnetic 

susceptibility exaltation based aromaticity; the fascinating point here is that the best 

correlation of A5 with electronegativity absolute aromaticity parallels its poorest 

correlation with chemical hardness absolute aromaticity – an observation that couples 

the magnetization phenomenon with the electronegativity action – not surprising since 
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both rely on frontier electrons of the valence shells or orbitals. Moreover, this 

correlation with electronegativity-based absolute aromaticity is obtained within its 

simple Mulliken form of eq. (24) – reaffirming this electronegativity scale as the most 

reliable for aromaticity modeling among all available CFD.  

However, the representations in Figure 2 help us understand the reciprocal A5 

and A&
2C aromaticity features; on the top side it is clear that, when represented on a 

common scale electronegativity-based aromaticity appears merely as an average of 

the A5 scale, leading to the idea that it best describes half of the total spin aromaticity; 

this is further confirmed by the bottom scatter plot of Figure 2 in which, by employing 

the correlation factor ( 726.0�R ) to its statistical representability it turns out that 

%71.52(%)1002 �6R  (i.e. practically a half!) of the total variance of magnetic 

susceptibility exaltation is explained by its linear dependency with A&
2C scale.  

 
Table 3. Electronegativity-based absolute aromaticity values of eq. (30) by means of 
the combined atoms-in molecule reactivity with the various compact finite differences 

schemes in Table 1 for the molecules in Table 2 within AM1 semi-empirical 
computational framework [45]. All values in electron-Volts [eV]. 

 
No. A&

2C A&
4C A&

6C A&
SP A&

6T A&
8T A&

8P A&
10P A&

SLR
1 2.127 2.107 2.097 5.097 3.777 4.077 4.157 4.177 3.947 
2 2.136 2.156 2.156 5.196 3.846 4.146 4.236 4.256 4.006 
3 2.120 2.140 2.150 5.190 3.840 4.150 4.220 4.240 3.990 
4 2.090 2.090 2.090 5.120 3.780 4.080 4.170 4.180 3.940 
5 2.061 2.061 2.061 5.091 3.751 4.051 4.141 4.151 3.911 
6 2.075 2.085 2.095 5.135 3.785 4.095 4.175 4.185 3.935 
7 2.095 2.125 2.125 5.225 3.855 4.165 4.265 4.295 4.055 
8 2.065 2.075 2.075 5.115 3.765 4.065 4.145 4.165 3.915 
9 2.025 2.035 2.035 5.105 3.745 4.045 4.135 4.155 3.905 
10 2.062 2.082 2.092 5.172 3.802 4.112 4.192 4.202 3.952 
11 2.022 2.032 2.032 5.082 3.722 4.032 4.112 4.132 3.892 
12 2.042 2.062 2.062 5.112 3.762 4.062 4.142 4.162 3.912 
13 2.075 2.075 2.075 5.105 3.765 4.065 4.155 4.165 3.925 
14 2.065 2.065 2.075 5.125 3.765 4.075 4.155 4.165 3.915 
15 2.045 2.055 2.055 5.095 3.745 4.055 4.135 4.145 3.895 
16 2.055 2.065 2.065 5.115 3.755 4.065 4.145 4.165 3.905 
17 2.035 2.045 2.045 5.095 3.745 4.045 4.125 4.145 3.895 
18 2.002 2.002 2.002 5.062 3.702 4.012 4.092 4.112 3.862 
19 2.012 2.032 2.042 5.102 3.742 4.052 4.132 4.142 3.892 
20 2.036 2.046 2.046 5.096 3.746 4.046 4.126 4.146 3.896 
21 2.046 2.046 2.046 5.026 3.706 4.006 4.076 4.096 3.846 
22 2.036 2.046 2.046 5.096 3.746 4.056 4.136 4.156 3.906 
23 1.945 1.835 1.775 4.595 3.355 3.635 3.745 3.785 3.585 
24 2.056 2.076 2.076 5.136 3.776 4.086 4.166 4.176 3.926 
25 2.048 2.068 2.068 5.148 3.778 4.088 4.178 4.208 3.958 
26 2.038 2.038 2.038 5.038 3.698 4.008 4.078 4.088 3.828 
27 2.008 2.008 2.008 5.058 3.698 4.008 4.078 4.098 3.848 
28 2.000 2.020 2.020 5.080 3.720 4.030 4.110 4.130 3.880 
29 2.000 2.020 2.020 5.090 3.730 4.040 4.110 4.130 3.880 
30 2.032 2.042 2.052 5.112 3.752 4.062 4.132 4.142 3.892 
31 1.995 2.005 2.015 5.075 3.715 4.025 4.105 4.115 3.865 
32 2.052 2.062 2.062 5.102 3.752 4.062 4.142 4.162 3.912 
33 2.022 2.032 2.052 5.112 3.742 4.052 4.122 4.132 3.862 
34 2.072 2.082 2.082 5.112 3.772 4.072 4.152 4.172 3.922 
35 2.009 2.009 2.009 5.049 3.699 4.009 4.089 4.109 3.859 
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Table 4. Chemical hardness-based absolute aromaticity values of eq. (31) by means 
of the combined atoms-in molecule reactivity with the various compact finite 

differences schemes in Table 1 for the molecules of Table 2. All values in electron-
Volts [eV].  

No. A*
2C A*

4C A*
6C A*

SP A*
6T A*

8T A*
8P A*

10P A*
SLR

1 0.527 -0.133 1.687 1.007 -0.623 1.947 1.907 1.517 -0.043 
2 1.328 0.668 2.108 1.558 0.228 2.368 2.418 2.258 1.358 
3 1.870 1.340 2.610 2.130 0.980 2.810 2.820 2.630 1.730 
4 1.410 0.740 2.130 1.600 0.310 2.390 2.450 2.330 1.550 
5 1.366 0.696 2.086 1.546 0.266 2.336 2.406 2.286 1.506 
6 1.867 1.317 2.577 2.097 0.957 2.787 2.807 2.637 1.797 
7 2.227 1.797 2.947 2.507 1.477 3.117 3.107 2.877 1.957 
8 1.637 1.027 2.337 1.837 0.637 2.577 2.627 2.487 1.707 
9 1.387 0.757 2.167 1.637 0.347 2.417 2.447 2.267 1.357 
10 2.103 1.663 2.853 2.413 1.353 3.033 3.003 2.753 1.773 
11 1.773 1.193 2.453 1.973 0.823 2.673 2.723 2.583 1.803 
12 2.043 1.543 2.723 2.283 1.203 2.923 2.943 2.763 1.943 
13 2.482 2.082 3.142 2.742 1.812 3.302 3.282 3.072 2.222 
14 2.142 1.662 2.822 2.372 1.342 3.002 3.012 2.832 2.012 
15 1.742 1.152 2.412 1.932 0.772 2.642 2.692 2.572 1.842 
16 1.942 1.412 2.632 2.162 1.072 2.832 2.852 2.692 1.892 
17 1.652 1.032 2.322 1.832 0.642 2.562 2.622 2.512 1.802 
18 1.943 1.413 2.603 2.143 1.053 2.813 2.843 2.703 1.933 
19 2.293 1.863 2.973 2.553 1.573 3.133 3.123 2.923 2.073 
20 2.234 1.774 2.894 2.474 1.464 3.074 3.074 2.904 2.104 
21 2.354 1.964 3.074 2.654 1.684 3.224 3.194 2.944 1.984 
22 2.094 1.614 2.784 2.344 1.294 2.974 2.974 2.794 1.944 
23 1.797 1.247 2.487 2.007 0.877 2.697 2.727 2.567 1.767 
24 2.464 2.084 3.164 2.754 1.814 3.304 3.274 3.034 2.094 
25 2.411 1.991 3.071 2.661 1.701 3.231 3.221 3.021 2.161 
26 2.111 1.611 2.771 2.331 1.281 2.961 2.981 2.821 2.031 
27 1.881 1.321 2.551 2.081 0.961 2.761 2.801 2.671 1.931 
28 2.299 1.869 2.969 2.549 1.569 3.129 3.129 2.919 2.069 
29 2.359 1.929 2.999 2.599 1.629 3.169 3.169 2.979 2.159 
30 2.638 2.308 3.328 2.948 2.058 3.458 3.408 3.158 2.218 
31 2.687 2.377 3.367 2.997 2.137 3.487 3.437 3.177 2.247 
32 2.718 2.368 3.338 2.978 2.108 3.478 3.458 3.238 2.398 
33 2.333 1.893 2.983 2.573 1.593 3.153 3.153 2.973 2.163 
34 1.933 1.393 2.603 2.143 1.043 2.813 2.843 2.693 1.913 
35 2.583 2.173 3.163 2.783 1.893 3.323 3.333 3.173 2.453 

 

Table 5. Correlation coefficients for linear regressions of all aromaticity scales in 
Table 2 (as dependent variables) with those in Tables 3 and 4 for electronegativity 

and chemical hardness-based ones (as independent variables), respectively. 
 

Y
X

AHOMA ATOPAZ ATIR AREPE 4fH
0 A5 

A&

A&
2C 0.441 0.503 0.520 0.215 0.548 0.726 

A&
4C 0.212 0.356 0.313 0.056 0.386 0.697 

A&
6C 0.119 0.312 0.224 0.019 0.301 0.659 

A&
SP 0.054 0.165 0.056 0.106 0.142 0.544 

A&
6T 0.035 0.242 0.139 0.054 0.225 0.608 

A&
8T 0.002 0.228 0.101 0.085 0.189 0.589 

A&
8P 0.030 0.234 0.135 0.061 0.235 0.606 

A&
10P 0.049 0.229 0.154 0.037 0.252 0.604 

A&
SLR 0.120 0.281 0.209 0.015 0.320 0.638 

A*

A*
2C 0.846 0.383 0.941 0.904 0.829 0.489 

A*
4C 0.823 0.333 0.933 0.897 0.823 0.465 

A*
6C 0.786 0.256 0.912 0.889 0.805 0.419 

A*
SP 0.802 0.286 0.921 0.892 0.813 0.436 

A*
6T 0.822 0.328 0.932 0.896 0.822 0.463 

A*
8T 0.794 0.271 0.915 0.892 0.808 0.424 

A*
8P 0.822 0.328 0.929 0.901 0.819 0.455 

A*
10P 0.872 0.452 0.945 0.901 0.833 0.518 

A*
SLR 0.909 0.663 0.910 0.846 0.798 0.604 
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Figure 2. Upper panel: Comparative trends of the (rescaled) magnetic susceptibility 
exaltation-based aromaticity (A5) scale with that based on 2C finite difference scheme 

of electronegativity (A&
2C) for the molecules’ information of Tables 2 and 3, 

respectively. Bottom panel: The statistical fit (inner line) of the linear correlation A5

=f (A&
2C), while emphasizing on the 95% confidence interval (within the extreme 

lines) for the aromaticity scales of the upper panel. 
 

On the other hand, it is obvious that even for A&
2C the earlier enounced higher 

value for higher aromaticity criterion is not respected at the level of benzene-

naphthalene couple in Table 3, as it should be, as recommended by all other 

aromaticity scales in Table 2. Therefore, electronegativity does not seem the proper 

concept for treating the absolute aromaticity, maybe because involving the form (7) 

based on the somehow too drastic gauge transformation (4) between AIM 
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electronegativity and chemical hardness, leaving with not sufficiently acceptable 

degree of correlation of the first with the available physicochemical aromaticity 

criteria.    

 

 

Figure 3. The same type of representations as those in Figure 2, here for the 
(rescaled) topological index of reactivity-based aromaticity (ATIR) versus that based 
on 10P finite difference scheme of chemical hardness (A*

10P) for the molecules in  
Tables 2 and 4, respectively. 

 

The situation changes when chemical hardness-based absolute aromaticity is 

considered through combining the AIM chemical hardness with the molecular orbital 

CFD schemes in definition (31); it provides from the beginning the correct benzene-
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naphthalene ordering for all computed CFD scales in Table 4 as predicted by the 

aromaticity criteria for the scales in Table 2; general good correlations with geometric 

HOMA and energetic REPT and 4fH
0 scales, excellent correlation with TIR index 

(with correlation factors over 0.9 for all compact finite difference schemes), while 

surprisingly poor correlation with TOPAZ aromaticity and anticipated poor 

correlation with A5 scale are revealed in Table 5. While the poor correlations 

A5=f(A*
CFD) are explained since compensated by the superior companion 

electronegativity-based aromaticity correlations in Table 5, the poor correlations 

ATOPAZ=f(A*
CFD) may rely on the insufficient information that chemical hardness 

contains in order to be properly mapped into the generalized conjugated circuits that 

count in TOPAZ aromaticity algorithm [14]; the proof for the improvement of this 

situation when other structural indices are added into correlation has been recently 

given by Tarko and Putz, showing that the best correlation was obtained either when 

higher orders of CFD electronegativity and chemical hardness schemes are considered 

together or when chemical hardness is accompanied by the index of maximum 

aromaticity of aromatic chemical bonds and by the total accessibility index weighted 

by atomic masses [30]. 

Turning to the good correlations of the actual A*
CFD scales, one may see that 

the highest order of CFD scheme, i.e. the spectral-like resolution chemical hardness-

based aromaticity index A*
SLR is in best agreement with HOMA aromaticity, while 

the simpler scheme, i.e. the electrophilicity-nucleophilicity chemical hardness gap 

(25), based aromaticity index A*
2C is best correlating with REPE aromaticity. Both of 

these fits are motivated: the AHOMA and A*
SLR indices practically parallel geometrical 

molecular optimization with the most complex frontier orbitals’ involvement – thus 

both accounting for the stereochemical control [46], while AREPE and A*
2C correlate 

well in the virtue of the fact that the resonance stabilization may be sufficiently 

modeled by the first order of the HOMO-LUMO gap.  

It remains to comment upon the overall best correlation found between the 

TIR aromaticity and with that not based on the most complicated chemical hardness 

CFD-SLR scheme, but with that immediately before it, namely with the A*
10P scale in 

Table 4. Note that the same absolute aromaticity scale A*
10P is found as having the 

highest degree of correlation with heats of formation among all CFD-chemical 

hardness schemes of computation, although not with the highest correlation factor 
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among all others aromaticity dependent indices in Table 5. For the ATIR(A*
10P) 

correlation the almost perfect parallel trend among all the molecules in Table 2 is 

emphasized on the top plot of Figure 3, while in its bottom representation the 

confidence interval of their scatter plot is shown. It is worth remarking that the fine 

agreement of ATIR index with A*
10P index in special and with A*

CFD schemes in 

general originates in the fact that all these scales of aromaticity are computed in an 

absolute manner, i.e. restricting the information contained within the concerned 

molecule without appealing to any other reference molecular system or property. 

 

Table 6. Correlation coefficients for linear regressions of all electronegativity-based 
aromaticity scales in Table 3 (as dependent variables) respecting those of chemical 

hardness- based aromaticity scales in Table 4 (as independent variables). 
 

Y 
X 

A&
2C A&

4C A&
6C A&

SP A&
6T A&

8T A&
8P A&

10P A&
SLR 

A*
2C 0.428 0.222 0.140 0.020 0.060 0.022 0.049 0.061 0.115 

A*
4C 0.416 0.214 0.134 0.023 0.054 0.016 0.044 0.056 0.108 

A*
6C 0.375 0.180 0.102 0.046 0.026 0.011 0.017 0.029 0.078 

A*
SP 0.392 0.192 0.113 0.039 0.035 0.002 0.026 0.038 0.088 

A*
6T 0.416 0.214 0.133 0.023 0.053 0.016 0.044 0.056 0.108 

A*
8T 0.376 0.179 0.101 0.048 0.024 0.013 0.015 0.027 0.076 

A*
8P 0.396 0.193 0.113 0.041 0.035 0.003 0.025 0.037 0.088 

A*
10P 0.438 0.225 0.143 0.021 0.061 0.023 0.050 0.062 0.119 

A*
SLR 0.496 0.281 0.199 0.028 0.117 0.082 0.105 0.117 0.179 

 
 

Remarkably, aiming to systematize somehow the aromaticity criteria against 

the chemical hardness-based absolute aromaticity AIM-CFD scales one can establish 

from Table 5 that: (i) either the topological index of reactivity ATIR and the heats of 

formation 4fH
0 aromaticity scales are well described by the A*

10P absolute aromaticity 

index, meaning that the experimental-based heats of formation themselves may be 

modeled by the topological characterization of the aromatics; (ii) magnetic 

susceptibility exaltation  A5 scale and topological paths and aromatic zones ATOPAZ  

aromaticity index are best explained by the A*
SLR scheme, leading to the information 

of their inter-correlation as well; (iii) harmonic oscillatory model-based aromaticity  

AHOMA and the resonance energy per �-electrons AREPE parallels the most complex 

A*
SLR and the simplest A*

2C schemes of chemical hardness computation in absolute 

aromaticity, respectively. The present results give a strong argument for further 

developing of aromaticity scales and criteria on an absolute basis of chemical 

hardness. 
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Finally, while remarking in the bottom plots of Figures 2 and 3 the opposite 

signs displayed by A5 and ATIR correlations with A&
2C and A*

10P scales, respectively, 

one likes to test whether electronegativity and chemical hardness aromaticities 

correlate among of their scales in Tables 3 and 4. The results reported in Table 6 show 

that indeed, there is practically no correlation between A&
CFD and A*

CFD scales leaving 

us with the important idea that the electronegativity and chemical hardness indices 

themselves belongs to different quantum mechanically (Hilbert) spaces, or, in simple 

terms, are reciprocal orthogonal. Nevertheless, this is useful information to be 

developed in studies addressing the modeling of the chemical information and 

principles within the orthogonal spaces of structural quantum indices, aromaticity 

included.   

 

4. Conclusions  
Assessing the physical observability feature for chemical properties stands as 

one of the actual main issues of quantum chemistry. This happens because the main 

tools of basic understanding in modern conceptual and computational chemistry 

regard the valence, orbitals, electronegativity, chemical hardness, or the most 

celebrated aromaticity concepts for which no direct observed reality may be 

attributed. In surmounting this problem the actual theoretical research in chemistry is 

oriented to offer alternative or connected formulations of these concepts so that the 

observational character to be gained or guaranteed.  

For instance, recently it was proven the electronegativity definition (1) 

corresponds in second quantization with the observable energies of the frontier 

(valence) shells of atoms and molecules [17f], a character intuitively expressed also 

by the Fukui function – electronegativity relationship (12). Unfortunately, for 

chemical hardness, a similar study is not able to definitely cut on its quantum 

observability [17k].  

Combining these achievements with the actual study, one obtains a reliable 

absolute aromaticity from the chemical hardness atoms-in-molecule and compact 

finite difference schemes of the molecular frontier orbitals – despite their lack in 

assessing an undisputed quantum observable. On the other hand, when employing the 

observable proven electronegativity with its AIM and CFD molecular formulations 
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into absolutely related aromaticity poor or modest scales are obtained respecting the 

main geometric, topological, energetic, or magnetic criteria.  

With these results it remains that aromaticity still resists embracing a fully 

quantum mechanical characterization. However, few constructive messages may be 

formulated for further developments: (i) one regards the fact that aromaticity may 

finely work in combination with chemical hardness in most of its forms of 

computation – a behavior that practically reduces the aromaticity concept and 

formulations to those of chemical hardness, with the remarkable achievement that the 

aromaticity physico-chemical scales appear to be finely regulated by the chemical 

hardness reactivity principles; (ii) other important realization regards the absolute 

definition of aromaticity that when used for chemical hardness implementation highly 

correlates with the topological index of reactivity [15c], absolutely defined as well – 

in the sense that no other information than that coming from the molecule in question 

is necessary – thus emphasizing the existence of a mapped information between the 

bonding geometry and stability/reactivity of molecules;  (iii) then, the proofed reliable 

actual definition of absolute aromaticity viewed as the stabilization chemical 

information between the pre-bonding stage of atoms-in-molecule and the post-

bonding stage of molecular orbitals paves the way for future studies when the 

similarity indices of reactivity [47] or electronic localization functions [48] are 

employed. They may complete the actual electronegativity and chemical hardness-

based reactivity pictures of aromaticity with the help of the electronic density 

(observable) characterization [49]. 
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