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Abstract : In this article, we are analysing the Newton Krylov algorithm for solving the nonlinear Poisson
Boltzmann equation. We are analysing impact of the tolerance of the linear solver on the convergence of the
nonlinear solver. It is known that the Newton’s algorithm does not converge for all initial guesses. We are
presenting two techniques for making initial guesses. In the first technique, initial guess is made by solving the
linear part of the nonlinear equation and neglecting the nonlinear part. While in the second technique, the initial
guess is generated by solving the corresponding linearised equation. Here, nonlinear part is replaced by the
equivalent linear part.

1 Introduction

The past fifty years has seen considerable advance in solving linear systems. Krylov subspace method
is the result of the huge effort by the researchers during the last century. It is one among the ten best
algorithms of the 20th century. There exists optimal linear solvers [12]. But, still there exists no optimal
nonlinear solver or the one that we know of. Our research is in the field of optimal solution of nonlinear
equations generated by the discretization of the Poisson Boltzmann equation.

Discretization of the non-linear Poisson-Boltzmann Equation equation results in a system of non-linear
algebraic equations with symmetric Jacobian. The Newton algorithm is the most useful tool for solving
non-linear equations. It consists of solving a series of linear system of equations (Jacobian system). The
Poisson-Boltzmann equation arising in molecular bio-physics is given as [3, 4, 5, 6, 7, 8, 9, 10, 11, 1]

∇(−K(r)∇p) + f(p) = s(x, y) in Ω (1)

p(x, y) = pD on ∂ΩD (2)
g(x, y) = (−K∇p) · n̂ on ∂ΩN (3)

Here, Ω is a polyhedral domain in Rd (d = 2, 3), the source function s(x, y) is assumed to be in L2(Ω),
and the medium property K is uniformly positive. The property K can be discontinuous in space. In the
equations (2) and (3), ∂ΩD and ∂ΩN represent Dirichlet and Neumann part of the boundary, respectively.
f(p) represents nonlinear part of the equation. In biophysics literature, the medium properties K is
referred to as the permitivity [9, 5, 6, 7, 8, 10]. It takes the values of the appropriate dielectric constants
in the different regions of the domain Ω. The equations (1), (2) and (3) models a wide variety of processes
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with practical applications. For example, pattern formation in biology, viscous fluid flow phenomena,
chemical reactions, biomolecule electrostatics and crystal growth.

The Poisson-Boltzmann equation (PBE) one of the most popular continuum models for describing
electrostatic interactions between molecular solutes in salty and aqueous media. The importance of the
equation (1) for modelling biomolecules is well established [3, 4, 5, and references therein]. The continuum
electrostatics plays an important role in several areas of biomolecular simulation. For example, diffusional
processes to determine ligand-protein and protein-protein binding kinetics, implicit solvent molecular
dynamics of biomolecules, solvation and binding energy calculations to determine ligand-protein and
protein-protein equilibrium binding constants, aid in rational drug design, and biomolecular titration
studies. Equation (1) is also part of many molecular dynamics simulators. See the references [9, 11, 13, 14]
for studying electorstatic interactions.

We are using Newton-Krylov algorithm for solving the discrete nonlinear system of equations formed
by the finite volume method [2]. Since initial guess is very important for the convergence of Newton’s
algorithm. Thus, for making initial guess, we are using two approaches. In the first approach, we are
solving the linear part of the equation (1), i.e., ∇(−K∇p) = s and using the solution as an initial guess
for the Newton’s iteration. In the second approach, we are solving the corresponding linearised equation
(∇(−K∇p)+f(p) = s) for making an initial guess. Here, f(p) is the linear representation of the nonlinear
part f(p).

For finite volume discretization of the nonlinear equations and the Newton algorithm for the poisson
boltzmann equations the following reference are recommended [1, 2].

2 Newton Krylov algorithm

For using Newton’s algorithm equation (1) is discretized in the residual form ∇ · (−K∇p) + f(p)− s = 0
[2]. This discretization results in a vector of nonlinear equations A(p). This vector is given as

A(p) =

⎛
⎜⎜⎜⎝

A1(p)
A2(p)

...
An(p)

⎞
⎟⎟⎟⎠ .

We are interested in finding the vector p which makes the operator A vanish.
The nonlinear algebraic operator A(p) can be expanded by the Taylor’s series around an initial guess

p0.
A(p) = A(p0) + J(p0)�p + HOT (4)

Here, J is the Jacobian matrix, and �p is (p− p0). The Jacobian J is n × n matrix. The Jacobian J

in the equation (4) is given as

J =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝

∂A1

∂p1

∂A1

∂p2
· · · ∂A1

∂pn

∂A2

∂p1

∂A2

∂p2
· · · ∂A2

∂pn

...
...

. . .
...

∂An

∂p1

∂An

∂p2
· · · ∂An

∂pn

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠

It should be noted that Jacobian J is symmetric and will be positive definite and diagonal dominant for
positive non-linearity (f > 0). We are interested in finding the zeroth of the non-linear function A(p).
Setting equation (4) equal to zero and neglecting higher order terms.

J(p0)�p = −A(p0) (5)

The linear system (5) is the basis for the Newton’s algorithm for finding the zeroth of the non-linear
function A(p). The linear system (5) is solved by the CG algorithm [12]. The pseudo code is presented
in the Algorithm 1. We have implemented the algorithm in C++.
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Algorithm 1: Newton-CG algorithm for Poisson Boltzmann equation.

Mesh the domain;
Form the non-linear system, A(p), on the mesh by FVM;
Find initial guess p0;
k = 0 ;
while (k ≤ maxiter or ‖�p‖L2 ≤ tol or ‖A(p)‖L2 ≤ tol) do

Solve the discrete system J(pk)�p = −A(pk);
pk+1 = pk + �p;
k++;

end
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Figure 1: Example

3 Numerical Examples

3.1 Example 1

In this example, we are solving equation (6). Here, γ = 1.0, and the exact solution is given as p =
x (x − 1) y (y − 1). As mentioned, for making an initial guess for Newton’s iteration, we are using two
approaches. In the first approach, we are solving the linear part (−�p = f) of the nonlinear equation,
and in the second approach we are solving the corresponding linearised equation (−�p + (p + 100) = f)
and using the solution the as the initial guess. The Newton’s iteration for both of these initial guesses
are reported in the Figure 1. The Figure 1(a) presents the convergence of the residual vector, and the
Figure 1(b) presents the convergence of the distance vector.

We are solving the Jacobian system by the preconditioned Conjugate Gradient (ILU preconditioner)
with a tolerance of 1 × 10−10. It is clear from the Figures 1(a) and 1(b) that solving the corresponding
linearised equation for the initial guess can make a big difference in computational time and efficiency.

−�p + γ (p + 100) ep = f in Ω (6)

p(x, y) = pD on ∂ΩD (7)

3.2 Example 2

A Newton’s iteration consists solving a series of linear systems. Solving a linear system to a high degree
of accuracy can be computationally very expensive. Through this example we demonstrate that it is
not required to solve the linear system a very high degree of accuracy. It should be noted that elliptic
problems with discontinuous coefficients can produces very ill conditioned linear systems [12]. In this
experiment, we do not know the exact solution. We are solving the Poisson Boltzmann equation (8)
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on Ω = (−1, 1) with k = 1.0. For starting the Newton’s iteration, initial guess is made by solving the
linearised equation ∇(−ε∇p) + k p = f .

The computational domain Ω is divided into four equal subdomains based on the medium properties
ε. In the first and third quadrant, ε = 100.0, while into the second and fourth quadrant ε = 1.0. The
source term f is given as

f = 2.0 y (y − 1) + 2.0 x (x − 1) − 100.0(x− 1) y (y − 1) exp(x (x − 1) y (y − 1))

−∇(ε∇p) + k sinh(p) = f in Ω (8)

p(x, y) = x3 + y3 on ∂ΩD (9)

Figure 2 presents the outcome of our numerical work. The Figure 2(a) shows the surface plot of the
discrete solution. There is a singularity in the solution at origin as it can be expected for the interface
problems [2], and the solution belongs in the fractional Sobolev space.

For checking the impact of the tolerance for the linear solver (5), we performed two experiments till
15 Newton’s iteration. In the first instance, we choose a tolerance of 1 × 10−15 for all the 15 iterations,
and in the second instance we adaptively defined the tolerance by 10−(k+1). Here, k varies from 0 till 14.
Figure 2(b) reports the outcome of this experiment. It is clear that the accuracy of the Jacobian solver
does not affect the overall convergence of the Newton’s algorithm. Such a approach is very practical in
solving the nonlinear systems.
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(a) Surface plot of the discrete solution. Solution is exhibiting
a singularity at (0, 0).
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Figure 2: Example 2

4 Conclusions

We have analysed the nonlinear solver for the Poisson Boltzmann equation from two angles initial guess
and tolerance of the linear solver. It is shown that

1. Generating the initial guess by solving the corresponding linearised equation (replacing the nonlinear
part with the corresponding linear part) is computationally efficient.

2. The nonlinear solver consists of solving a series of linear systems. These linear systems are referred
to as the Jacobian systems. Solving the Jacobian systems to a good accuracy is very expensive. It
is shown that adapting the tolerance of the Jacobian systems by the Newton iterations result in a
computationally efficient approach.
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