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Abstract,

The paper presents directions for use and results of
infre-red analyses, in determining the structure of chemical
compounds by means of a pattern recognition system. The SARF
System (Systdme Automatique pour Reconnaissance des Formes,
Sistem Automat pentru Recunoagterea Formelor) implemented on
a C lo24 FELIX computer was used for date processing.

l. Introduction

Infra-red (IR) anelysis, one of the methods in the study
of physlco-chemical properties of orgenic substances, is
efficient both in monitoring chemical reactions as well as in
finding out the structure of chemical compounds (obtained
through synthesis or isolated from natural produots).

The blunivocal relationship between the absorption
frequency of IR radiation and the structure of a given
molecular system helps to determine the structure, by taking
into account the whole range of infra-red absorption
frequencies. However the complexity of molecular compounds
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hinders the recognition process.

The following methods cen be pointed out for computer
analysis of chemical data:

- question-discovery methods, which helped to set up
programs with elgorithms similar to those used by a chemist
in deta enalysis;

- revising methods, where the unknown IR specirum 1is
compared to spectra of known substances in the library;

- pattern recognition methods, used to classify objects
in disjoint classes, according to some of their meesured
features.

2. Pattern Recognition Techniques

Pattern recognition usuelly means discriminetion or
clasgificetion of a set of objects, processes or events,
irrespective of their nature. The set of object features is
considered to supply information on one property of the
object, indirectly measurable and, therefore, considered
nObscure", Pattern recognition techniques try to establish
relationships between patterns end the ,obscure" property,
resorting to no theory or ypreconceived ideas".

The methematicel methods used to solve the problems of
pettern recognition can be grouped in the following
categories /[1/:

- decision theoreticel methods (statistibal)

- gyntactic methods (linguistics)

In the first case the classification process tekes into
consideration & set of measurements, selected from the input
pattern (Fig.l) described by N features. Pattern methematical
representation cen be an X vector, with memsured values of
features, or & point in an N-dimensional space of the.fl.x
features. These features are presumed inverients to the usual
poesible distortions. The following espects can be pointed out
in the recognition process:

a) extraction of esséntiaml features for the process
under consideration. For practicel reesons (measurement
accessibility, necessary technicel means, cost), the usual
decision is feirly subjective at this stege. Unfeortunately
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the form vector, where xy represents features.

The disoriminatory function Dj(x), assoclated to w4
pattern class, 1f the pattern represented by the x vector
ciroumsoribed to class (symbol x~cw,), has its greatest
value Di(x). The following condition will be therefore
gatisfactory for all x~ mj:

Di{x) =Dj(x) 1, J =1, eeea,my, 1A (3)

Thua the limita of partition of the X space features
algo known as deciplon limits, are:

F =Di(x) =Dj(x) =0 i,j =1,...,m 1 £} (4)
2.l. The Linear Disoriminatory Function

Di(x) function represents a linear combination of featu-
res Xy, Xpy seey Xy i.204
N

Di(x) = E Wi Tt W !/ L=l nm (5)
k=1


























































































